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Obama has the leverage to win a deal on the fiscal cliff now

Cohn, 11/7

(Columnist-New Republic, “How the Election Reset the "Fiscal Cliff" Debate,” http://www.tnr.com/blog/plank/109904/boehner-statement-fiscal-cliff-revenue-election-obama-leverage)

Of course, it’s not clear how much ground Boehner really conceded. His statement was ambiguous, just like the signals he sent during the 2010 negotiations over whether and how to raise the nation's debt ceiling. He could simply have been describing a tax plan that, according to discredited supply-side economic theories, would generate new revenue from additional economic growth. Says one senior Democratic aide in the Senate: Boehner is clearly trying to sound a conciliatory note in the wake of an election that didn’t go their way. That much is welcome. But if you unpack what he was saying, it’s not really a new position on taxes. He only opened the door to revenues through “dynamic scoring” as opposed to good, old-fashioned revenues that aren’t based on a supply-side economic theory and that can be scored by [the Joint Committee on Taxation]. A more detailed parsing by Suzy Khimm yields a similar conclusion: Boehner doesn't appear to be offering more than he did in the summer of 2011. That might not be surprising, given the pressure Boehner faces from conservatives within his caucus. But, given the political circumstances, it's still a remarkable statement about how Republicans plan to approach this negotiation. After all, this election didn’t simply put Obama back into office. It also altered the political environment for the deficit debate, in a way that should make Obama and the Democrats much stronger. Remember, when Obama and the Republicans were debating these issues in 2011, Obama was at his weakest. A few months earlier, the Democrats had recently suffered a devastating, humiliating defeat in the midterm elections. The recovery had stalled and unemployment, at 9.5 percent, was about to start rising again. Obama’s approval rating was bottoming out at about 45 percent. Today, by contrast, the recovery seems to be well underway, with unemployment below 8 percent and, most likely, on the way down. Obama’s approval rating is up to 48 percent. He just won a presidential election, with a sizeable margin in the electoral college and a surprisingly comfortable margin in the popular vote. At last count, Obama was beating Romney by 50 percent to 48 percent, or a difference of nearly 3 million votes. Democrats didn’t take control of the House, which is to be expected given gerrymandering. But, to almost everybody’s surprise, they picked up two seats in Senate. And, as Greg Sargent points out, "the influx of new arrivals means a more liberal and energetic Democratic caucus." That’s no small thing: Throughout the first two years of Obama’s presidency, the need to appease conservative Democrats in the Senate constrained Obama’s maneuvering room. Most important of all, perhaps, a major issue in the presidential election was the question of whether to raise taxes on the wealthy. It was a theme of all the big convention speeches, a regular staple of Obama’s campaign appearances, and a point Obama invoked at every one of the debates. The other big change since last time is the policy circumstances. During the 2011 debate, which was about whether to raise the debt ceiling, Republicans held the leverage. Both sides feared the consequences of doing nothing, given the economic repercussions if the government had to start defaulting on bills. But some Republicans were so opposed to spending they considered inaction the lesser of evils. And Obama, as a sitting president about to seek reelection, knew he’d bear political responsibility for the resulting economic damage. This time, Republicans probably feel they have more to lose. The automatic cuts affect a wide variety of programs, but they hit defense spending particularly hard. Obama doesn’t have to run for reelection anymore. And he wants taxes on the wealthy to go up. Allowing the Bush tax cuts to expire would accomplish that, although Obama would likely react by trying to restore—or effectively replace—the cuts for the middle class. As folks like Jonathan Chait have been saying for a while, Obama appears to have a much stronger bargaining position this time around. And during a press conference on Wednesday, Vice President Biden seemed to say he agreed. “There was a clear, a clear sort of mandate," Biden said, "about people coming much closer to our view about how to deal with tax policy.” But liberals will be watching closely—very closely—to make sure the White House and congressional Democrats put this leverage to good use. Neera Tanden, president of the Center for American Progress and occasional TNR contributor, puts it this way: It would be deeply discouraging to all those who have worked so hard over the last two years to elect the president and expand the Democratic majority in the senate to simply reset the fiscal cliff negotiations back to where it was a year and a half ago, with too little revenue on the table and too many hits to beneficiaries. And that is why I expect that any final negotiation will better reflect the priorities of the American people.
Plan guts capital

Bill Opalka, Editor-and-chief, 12 [“Groups Want to Stop Politicizing Green Energy,” EnergyBiz, June 24, http://www.energybiz.com/article/12/06/groups-want-stop-politicizing-green-energy]

The U.S. Partnership for Renewable Energy Finance (US PREF) released a series of white papers at the American Council On Renewable Energy (ACORE)'s Renewable Energy Finance Forum - Wall Street in New York on June 19.¶ The groups say the effort is to rebalance the debate about renewable energy toward a fact-based business analysis instead of the politicized rhetoric that dominates discussions currently.¶ PREF members provided analyses that show how crucial renewable energy is as part of the nation's overall energy mix.¶ “There's never been a more important time for our country to adopt a genuine all-of-the-above energy strategy,” said Neil Auerbach, co-managing partner of Hudson Clean Energy Partners, a private equity firm that invests exclusively in clean energy. “We have the opportunity now to cultivate American business and innovation, support long-term job growth, fortify national security, decrease energy costs, and realize a host of environmental benefits.”¶ A common, bemoaned refrain at renewable energy gatherings is to hear reference to “Republican electrons” from coal and nuclear power and “Democratic electrons” from wind and solar.¶ US PREF cites international competition as a threat to continued U.S. innovation and global leadership.¶ The U.S. invested $48.1 billion in clean energy in 2011. “We are working with the renewable energy, power and technology industry leaders to pursue continued development of the U.S. renewable energy sector. This is an important opportunity to underscore U.S. leadership as we seek technologies to power future global growth and redefine our national energy strategy,” said Jeff Holzschuh, vice chairman at Morgan Stanley.¶ The white papers released by US PREF illustrate how large-scale deployment of renewable electricity sources has produced dramatic cost reductions, while fostering innovation that has increased efficiency across entire supply chains. State and federal policies are working in concert to drive this large-scale deployment and innovation. While federal incentives such as the production and investment tax credits bolster the supply of renewable energy, support for renewable energy demand has been augmented by state renewable portfolio standards (RPS). RPS “demand pull" is now reaching a plateau, however, of 3.25 GW per year of new renewable generating capacity through 2030.¶ To publicize the renewables message, ACORE on June 20 launched EnergyFactCheck.org and @EnergyFactCheck, two new resources designed to address the imbalance in the American debate.¶ “Clean and renewable energy is popular, productive, growing and essential to America’s economy, energy independence and national security.” said ACORE President and CEO Vice Admiral Dennis McGinn. “Unfortunately, misperceptions of clean and renewable energy abound, and opponents of renewables are pushing the occasional bad news as if it’s the only news. They are dominating the conversation through misrepresentation, exaggeration, distraction and millions of dollars in lobbying and advertising.”

Obama must use capital to secure a fiscal cliff solution—key to avoid global depression

Sullivan, 11/9

(The Daily Dish, “Now, Govern,” http://andrewsullivan.thedailybeast.com/2012/11/now-govern.html)

I'm as amazed as everyone else by the results on Tuesday night, and they're still sinking in. The new America won; and the 1980s lost. Not everything can be solved by cutting taxes and dropping bombs, a majority of Americans have resolved; the Great Recession was not an ordinary one; the way forward not as glib or as easy for the right as Mr Iraq War would have you believe. But it would be a huge error, it seems to me, if the president decided to bask in his stunning victory, rather than seeing it as a precious moment for the expenditure of political capital. We are facing automatic massive tax hikes and huge, crude spending cuts starting January 1 if we cannot get a bipartisan deal on Bowles-Simpson lines (of course there is room for tweaking and bargaining). A failure to get that kind of deal would tip the US and the world into a new global depression. We need to think of the fiscal cliff as we did the Super Storm Sandy. It's unlike anything we have encountered in recent times. But when Chris Christie threw partisanship to the literal winds and embraced the president in an emergency (and vice-versa), we saw a glimpse of what can happen, of what Obama actually promised all along he could bring about, and what he has yet failed to do. His re-election has re-capitalized him. He should use that capital, it seems to me, immediately, when it is at its peak. There are obvious contours for a deal: the parameters that both the president and the Speaker came close to in the summer of 2011. The Speaker has publicly reiterated that he is open to new revenues; the president has said he is aware of the need to cut the cost of entitlements in the future. The cost-controls in the ACA may help, and should be aggressively tested, but we have no more proof of their success than we did when Bush promised that huge tax cuts would generate growth and employment for the middle class. That's why they had a sunset on them. Some kind of premium support option or later retirement age are by no means unreasonable complements to innovative rethinking of healthcare, given the exponential growth of spending on everything we now call "health." Tax reform along 1986 lines is obviously the most productive common ground. Get us to three simple rates; get rid of the myriad deductions, including those for mortgage interest and state taxation. End all those corporate loopholes. Some of this will hurt the middle class - but rates can stay the same even as revenues rise; and there is simply no way to get to fiscal sanity without some sacrifice from the middle as well as the top. I think Obama has every reason to put the successful and wealthy back near the tax bracket Bill Clinton left us with. But equally, doing so without radical tax reform is a non-starter for the GOP, and they have a legitimate constitutional veto. Then take an axe to the Pentagon, as Simpson-Bowles did. The perpetual war machine has become a kind of entitlement in itself, draining the country of resources we need at home, in pursuit of global hegemony that is becoming counter-productive to actual, you know, self-defense. Then we have to consider increasing premiums for the elderly who are better off, and to put back into Obamacare that end-of-life power-of-attorney discussion for everyone on Medicare that Sarah Palin called "death panels". A mandatory discussion of power-of-attorney issues for Medicare is not a "death panel." It's a wise nudge for people to be able to control their lives in advance. To invest so many resources into extending a dying person's life by a few days (when we don't even know for sure in many cases if the person wants that extra care), is completely irrational, when we desperately need to invest in education for the young. And yes, that is a choice we have to make, and we are making it now. We are now putting the last gasps of the old over the first steps of the young. That needs re-balancing a bit. Many Democrats will argue that they have a mandate for higher tax rates for the wealthy. I think they have a mandate for more revenues from the wealthy and a fairer, simpler tax code. The GOP retained the House and they are a part of this country's leadership. Start afresh. Bring them in fully for this deal. Reach out to Ryan as well as Boehner. Many Democrats cannot bear the idea of cutting Medicare benefits, but I want to echo Kevin Drum in saying: it's gotta happen. Many Republicans abhor the idea of drawing down from a Cold War posture in defense. They need to get over themselves too. The only question is if the president will aggressively take the lead on this, treating it with the same urgency he did a super-storm, and fulfill his promise of breaking through the red-blue divide for pragmatic solutions to our actual problems. He deserves a brief rest, of course. Everyone does. But Americans re-capitalized their president for a reason: to govern, to forge the legislative compromises that can set our fiscal course toward sanity again. This time, he does not have the time to lead from behind. We need him out front, telling us the fiscal truth and showing a way forward. He does not need to be elected again. He can be a mediator between both parties rather than the representative of one. He has to give the House GOP an honorable way out of their Tea Party nonsense, and tax reform is the obvious way to do it. This must be doable. And if it is achieved, Obama's true promise of getting us past these inane ideological battles toward a workable future will be secure. And contra Krugman, I do believe that renewed confidence in America's long-term fiscal standing will help investment and employment and growth again. But the president needs to be bold; and magnanimous. And fast.
Extinction

Kemp 10

Geoffrey Kemp, Director of Regional Strategic Programs at The Nixon Center, served in the White House under Ronald Reagan, special assistant to the president for national security affairs and senior director for Near East and South Asian affairs on the National Security Council Staff, Former Director, Middle East Arms Control Project at the Carnegie Endowment for International Peace, 2010, The East Moves West: India, China, and Asia’s Growing Presence in the Middle East, p. 233-4

The second scenario, called Mayhem and Chaos, is the opposite of the first scenario; everything that can go wrong does go wrong. The world economic situation weakens rather than strengthens, and India, China, and Japan suffer a major reduction in their growth rates, further weakening the global economy. As a result, energy demand falls and the price of fossil fuels plummets, leading to a financial crisis for the energy-producing states, which are forced to cut back dramatically on expansion programs and social welfare. That in turn leads to political unrest: and nurtures different radical groups, including, but not limited to, Islamic extremists. The internal stability of some countries is challenged, and there are more “failed states.” Most serious is the collapse of the democratic government in Pakistan and its takeover by Muslim extremists, who then take possession of a large number of nuclear weapons. The danger of war between India and Pakistan increases significantly. Iran, always worried about an extremist Pakistan, expands and weaponizes its nuclear program. That further enhances nuclear proliferation in the Middle East, with Saudi Arabia, Turkey, and Egypt joining Israel and Iran as nuclear states. Under these circumstances, the potential for nuclear terrorism increases, and the possibility of a nuclear terrorist attack in either the Western world or in the oil-producing states may lead to a further devastating collapse of the world economic market, with a tsunami-like impact on stability. In this scenario, major disruptions can be expected, with dire consequences for two-thirds of the planet’s population.
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The fifty states and all relevant sub-national territories should increase funding for a competitive matching fund for airborne wind energy production in the United States. The states and all relevant sub-national territories should reduce airspace restrictions on airborne wind energy production in the United States.
Solves case
Milford, 12

(Sr. Fellow-Brookings & President-Clean Energy Group, “Leveraging State Clean Energy Funds for Economic Development,”

http://www.brookings.edu/~/media/research/files/papers/2012/1/11%20states%20energy%20funds/0111_states_energy_funds)

Washington is again paralyzed and pulling back on clean energy economic development. New funding solutions seem unlikely and existing financial supports appear tenuous, given that many of the federal tax incentives, subsidies, and loan guarantees made available through the 2009 stimulus law and elsewhere are set to expire. All of which raises a daunting question: If the country is to take advantage of the economic, environmental, and health benefits of clean energy, how will its development be financed, its emerging companies be supported, and its markets be structured—and who is in the best position to decide and act? And yet, there is actually a promising partial answer to that question. With federal clean energy activities largely on hold, U.S. states hold out tremendous promise for the continued design and implementation of clean energy solutions and economic development.  State governments led the nation’s initial responses to the challenge of energy system transformation a decade ago and since then have developed a broad array of cleantech development tools, ranging from financial support tools and net metering to incubators, cluster supports, and workforce training. Among the states’ initiatives, meanwhile, the nearly two dozen state-side clean energy funds (CEFs) stand as one of the most important clean energy forces at work in the nation—yet they remain little-known.  To date, over 20 states have created a varied array of these public investment vehicles to invest in clean energy pursuits with revenues often derived from small public-benefit surcharges on electric utility bills. Over the last decade, state CEFs have invested over $2.7 billion in state dollars to support renewable energy (RE) markets while leveraging another $9.7 billion in additional federal and private sector investment, with the resulting $12 billion flowing to the deployment of over 72,000 projects in the United States ranging from solar installations on homes and businesses to wind turbines in communities to large wind farms, hydrokinetic projects in rivers, and biomass generation plants on farms. State CEFs have played an equally important role in expanding opportunities in energy efficiency (EE).  Ratepayer-funded energy efficiency spending has grown from $1.7 billion in 2004 to $4.4 billion in 2009 with approximately 55 percent (or $2.4 billion) of program budgets devoted to incentives for utility customers and the rest going towards program design and implementation, and evaluation, measurement, and verification. In terms of their focus, CEFs have tended to engage primarily on individual project financing and deployment through the use of rebates, grants and performance-based incentives that have directly subsidized the installation of clean energy technologies (Table 1). In addition, many state programs have also leveraged their CEFs for project financing and deployment through the use of leasing programs, project equity investments, revolving loans, on-bill financing programs, and credit enhancement tools such as loan loss reserves, interest-rate buy-downs, and loan and performance guarantees. In short, for most of the last decade, state clean energy funds have served the nation and its regional and state economies as a critical and innovative source of much-needed public capital supporting the installation of clean energy technologies in American regions.
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DOE will approve nat gas exports now – but could still change their mind
Winston, writer for Platts Inside F.E.R.C., 7/9/2012
(Kate, “Despite DOE permit hiatus, Oregon LNG seeks to start FERC pre-filing for export plan,” Lexis)

Fourteen companies have applied to DOE to export a combined 18.7 Bcf/d of gas as LNG. DOE has authorized 11 companies to ship LNG to FTA nations, but it has only authorized one terminal — Cheniere Energy's Sabine Pass facility in Louisiana — to export to non-FTA countries as well (IF, 23 April, 1).

The department plans to hold off on approving more non-FTA export applications until it has completed the second of a pair of studies on the domestic impacts of LNG exports, which is due in late summer.

But Hansen expressed optimism that DOE will approve these permits after the hiatus is over. It would be hard for DOE to restrict exports to non-FTA countries because it would run afoul of World Trade Organization rules, he explained. "We think these exports will be forthcoming, we don't see any reason they shouldn't," he said.

In addition, it would be hard for the White House to ignore the economic benefits of exports, Hansen said. "I don't think this administration will attempt to interfere with exports because the huge jobs and trade balance impacts are quite clear," he said, adding, "I think there is a growing recognition that we have to put people to work. We import, so we have export something."

[Hansen = project manager for Oregon LNG]

Wind power increases demand for natural gas in the electricity sector

Vos, gas analyst in the Gas Coal and Power Division of the International Energy Agency, 2012
(Irene, “The Impact of Wind Power on European Natural Gas Markets,” January 2012, http://www.iea.org/papers/2012/impact_of_wind_power.pdf)

This working paper discusses how an increasing wind market share changes the characteristics of the electricity demand that needs to be filled by generation capacity other than wind, the so‐ called residual demand. It discusses whether, and how the demand for fuel in the power sector changes due to an increasing wind market share, and whether, as a result, wind affects energy markets other than the electricity market. This paper focuses on one fuel; natural gas, which is often identified as one of the generation fuels best suited to support an increasing wind market share, thanks to its relatively clean burning properties and its flexibility in generation. It also focuses on the effects of an increasing share of wind power in Europe (EU27), which currently is − and is expected to remain − the region with the highest wind market share in the world (IEA, 2010a). Wind power has distinctive characteristics. Firstly, its output can vary greatly and within short periods of time. Secondly, its output cannot be completely controlled or predicted. Consequently, an increasing wind market share puts pressure on electricity systems and increases the need for system flexibility. Tools that can deliver flexibility include energy storage, demand‐side response, increasing interconnection and supply‐side response (i.e. other forms of generation capacity which can be ramped up or down in response to changing demand). Much of the flexibility in electricity systems is currently delivered by supply‐side response; this instrument is likely to play an important role in supporting an increasing wind market share. A comparison of the three generation fuels with the largest shares in European power generation − coal, nuclear and natural gas − shows that generation units running on these fuels all have the technical capabilities to act as supply-side response instruments. They can all vary their output in response to changes in power demand. Its short start-up times, high ramp rates and low start-up costs make natural gas the best-suited technology to support fast changes in power demand. While both coal- and nuclear-fired technologies can vary their output, their long start-up times, lower ramp rates and high start‐up costs make them less attractive to employ as running reserve and less suitable to respond to fast demand changes. An analysis of the effect of an increasing wind market share on residual demand shows that wind significantly alters the load duration curve (LDC) of residual demand, changing not only its size but also its slope. Comparing the LDC of demand and residual demand shows how wind strongly decreases the average capacity factor of residual demand; the share of capacity running at high capacity factors (70% to 100%) decreases, while the amount of capacity running at low capacity factors (0% to 30%) increases strongly. A decreasing capacity factor can have a significant impact on the relative profitability of investments in different types of generation capacity. As the capacity factor decreases, the levelised costs of electricity (LCOE) of generation technologies with high investment costs, such as coal- and especially nuclear-fired capacity, increase faster than those of technologies with lower investment costs, such as gas-fired capacity. Natural gas technologies seem to be best suited to support wind power in the future, due to their relatively low investment costs and technical capabilities to deliver flexibility. This makes it likely that, as the market share of wind increases, the role of natural gas as a flexible fuel supporting wind output increases. As a result, wind will also have a growing impact on natural gas demand in the power sector.
Using natural gas for domestic electricity stops exports

Ratner, Analyst in Energy Policy, Congressional Research Service, et al, 11/4/2011
(Michael, Paul Parfomak, CRS Specialist in Energy and Infrastructure Policy, and Linda Luther, CRS Analyst in Environmental Policy, “U.S. Natural Gas Exports: New Opportunities,” http://www.fas.org/sgp/crs/misc/R42074.pdf)

New Sources of Natural Gas: The Game Changer The growth in U.S. natural gas resources, particularly from shale gas, and the projected continued growth are what makes increased natural gas exports a possibility. EIA data highlight the change in the U.S. position, as proved reserves—those resources that can be produced with existing technology and prices—almost doubled between 2008 and 2009. Additionally, the most recent resource assessment of future U.S. natural gas supplies by the Potential Gas Committee (PGC) 27 reaffirmed the abundance of U.S. natural gas resources. The 2010 assessment showed potential total U.S. supplies rising 4.3% to 2,170.3 trillion cubic feet over the PGC’s 2008 assessment. 28 At current U.S. consumption rates, this amounts to almost a 90-year supply. However, it is important to note that the amount of the resource that is actually produced can rise or fall depending on many factors, such as technology and prices. To highlight how things can change, the PGC’s 2008 assessment showed an almost 40% increase in potential U.S. natural gas supplies over its 2006 assessment, the largest increase ever assessed by the PGC. 29 Much of the increases in the reassessments are attributed to improved techniques for accessing natural gas from shale formations. EIA projects in its 2011 Annual Energy Outlook, that overall U.S. natural gas production will grow 24% between 2010 and 2035, and that shale will comprise almost 50% of that production, up from 23% in 2010 (see Figure 8). Although not as widely touted as shale gas, natural gas in Alaska is also attracting attention as a possible source for exports. The cost of producing and transporting Alaskan natural gas to the lower 48 for consumption is high when compared with current U.S. prices. Asian countries, particularly Japan and South Korea, have historically paid the highest prices to guarantee supplies (see Figure 2). It is unlikely that the North Slope natural gas production could use the Kenai LNG facility because of the long distance, so a new LNG export terminal would have to be constructed closer to the production source. As Alaskan oil production declines, companies may seek to monetize or sell their natural gas, which is typically reinjected into oil wells to boost production. There are also new potential natural gas supplies in Alaska that may be more conducive to export compared to North Slope natural gas. As the prospective U.S. natural gas resource base has grown, it has raised the question of what the United States will do with all its natural gas. In 2009, the United States became the world’s largest producer of natural gas, passing Russia for the first time since 2001. 30 Yet, U.S. consumption of natural gas as a percent of primary energy over the last 10 years has stayed been between 22 % and 27 %. 31 In absolute terms, U.S. natural gas consumption has grown to over 24 tcf in 2010, up 3% over 2000. Issues and Interest There have been many bills introduced in the 112 th Congress related to natural gas, but none directly address natural gas exports. The legislation introduced thus far in both the House of Representatives and Senate can be divided into three main categories: bills that would increase domestic consumption of natural gas, bills that would increase production of natural gas, and bills that would decrease production of natural gas. There was also an amendment to revoke FERC’s siting authority of LNG facilities. The Senate Energy and Natural Resources Committee has scheduled a hearing on natural gas exports for November 8, 2011. Some congressional representatives from the states where the LNG facilities are planned have submitted letters of support for the different projects to various regulatory agencies. Additionally, other Members have mentioned the possibility of natural gas exports in public statements, and some of those have expressed concerns about the potential effect on domestic prices and supplies. The public focus on U.S. exports of natural gas has been on the applications to export LNG, despite the United States exporting much more natural gas by pipeline. Formal opposition to the individual company applications has been limited. Groups such as the Industrial Energy Consumers of America (IECA), a national association of manufacturing companies, and the American Public Gas Association (APGA), a national association of publicly-owned natural gas distribution systems, have filed motions to intervene against various projects. 32 Both of these organizations represent firms that use natural gas and would be negatively affected if natural gas prices rose. Natural gas producers and certain local businesses have supported the projects as they would benefit from access to new overseas markets and higher international prices. Analyses of the price effects of potential natural gas exports are underway and likely will receive greater attention as companies move forward with their projects. Expectations about the economic impacts of greater U.S. natural gas exports depend on assumptions about the volume of exports, economic growth, market segmentation, and environmental regulations, among other market parameters. Some initial estimates project a modest rise in absolute terms in domestic natural gas prices if all the proposed export projects— over 12.5% of current production—are built, premised on a relatively flat supply curve for natural gas. These estimates also project that U.S. natural gas prices will stay relatively low in historic terms as well as in comparison to global prices. Those in favor of exports add that increased production will result in increased revenue for local, state, and federal governments (through taxes, royalty payments, and economic development), more employment, an improved international trade balance, and reductions in natural gas flaring. Natural gas consumers counter that higher natural gas prices abroad could eventually lead to higher prices in the United States, and possible supply shortages, as producers seek to maximize profits by diverting more and more U.S. natural gas to overseas markets.33 In the near term, increased use of natural gas in the U.S. economy is limited, except for electric power generation. Natural gas-fired electric power plants account for a significant and growing share of U.S. natural gas demand. Although coal is currently the dominant fuel for U.S. electric power generation, environmental concerns regarding atmospheric emissions is limiting its use and prompting the retirement of older coal plants that are less equipped to curtail emissions. Switching from coal to natural gas in electric power generation may consume incremental U.S. natural gas supply increases before exports do. Outside of electric power generation, however, there will not likely be a significant increase in demand for natural gas in the United States within the next five years, at least. Other sectors such as transportation, petrochemicals, manufacturing, services, and housing are not likely to see a substantial rise in natural gas demand. This could change if technologies can be improved to increase the use of natural gas in transportation, such as gas-to-liquids, natural gas vehicles, or electric vehicles (assuming the electricity is generated by natural gas). Although proponents see strategic value in such fuel-switching as a means to reduce U.S. dependence on imported oil, high technology costs diminish this prospect in the near term.

The precedent set by export restrictions allows China to deny the U.S. rare earth metals and undermines global free trade
Levi, senior fellow for energy and environment at the Council on Foreign Relations, June 2012
(Michael, “A Strategy for U.S. Natural Gas Exports,” Hamilton Project, a program of the Brookings Institution, http://www.hamiltonproject.org/files/downloads_and_links/06_exports_levi.pdf)

Conversely, if the United States were to restrain LNG exports, it would almost certainly face wider trade-related problems. The consequences could be broad, affecting support for open trade in general, but they would likely have special impact on other resource-related disputes. Article XI of the General Agreement on Tariffs and Trade (GATT) prohibits sustained quantitative restrictions on energy exports unless they are related “to the conservation of exhaustible natural resources if such measures are made effective in conjunction with restrictions on domestic production or consumption” (Selivanova 2007). U.S. policy would be the opposite: it would be made in conjunction with efforts to encourage both domestic production and consumption of natural gas. Indeed, the United States has recently joined Europe and Japan in challenging Chinese restrictions on exports of rare earth metals—which are critical to a variety of defense, electronics, and energy technologies—at the World Trade Organization (WTO) (Palmer 2011). The arguments that the United States would need to invoke in order to restrain LNG exports—particularly the prospects of environmental damage and harm to domestic industry—are precisely those that China would like to use to defend its own restrictions on rare earths exports; China could all but take the U.S. justification of curbs on LNG exports, change a few words, and use it in its own defense. It would likely be difficult for the United States to sustain limits to U.S. LNG exports while fighting Chinese limits on exports of rare earth metals.

Rare earth dominance gives China a strategic edge

Hurst 10

http://www.ndu.edu/press/chinas-ace-in-the-hole.html
 Lieutenant Commander Cindy A. Hurst, USNR, is a Research Analyst in the Foreign Military Studies Office at Fort Leavenworth, Kansas. 

REEs are important to hundreds of high-tech applications, including critical military-based technologies such as precisionguided weapons and night-vision goggles. In exploring the idea of global military might, China appears to be holding an unlikely trump card. The country's grasp on the rare earth element industry could one day give China a strong technological advantage and increase its military superiority. This article focuses on rare earth elements and their importance to military technology. It also demonstrates how China's research and development programs, coupled with its vast reserves of REEs, have the potential to make the country a dominant force in the world. 

That causes nuclear great power war

Walton 2007

(C. Dale Walton, Lecturer in International Relations and Strategic Studies at the University of Reading, 2007, Geopolitics and the Great Powers in the 21st Century, p. 49// GH-aspomer)

Obviously, it is of vital importance to the United States that the PRC does not become the hegemon of Eastern Eurasia. As noted above, however, regardless of what Washington does, China's success in such an endeavor is not as easily attainable as pessimists might assume. The PRC appears to be on track to be a very great power indeed, but geopolitical conditions are not favorable for any Chinese effort to establish sole hegemony; a robust multipolar system should suffice to keep China in check, even with only minimal American intervention in local squabbles. The more worrisome danger is that Beijing will cooperate with a great power partner, establishing a very muscular axis. Such an entity would present a critical danger to the balance of power, thus both necessitating very active American intervention in Eastern Eurasia and creating the underlying conditions for a massive, and probably nuclear, great power war. Absent such a "super-threat," however, the demands on American leaders will be far more subtle; creating the conditions for Washington's gentle decline from playing the role of unipolar quasi-hegemon to being "merely" the greatest of the world's powers, while aiding in the creation of a healthy multipolar system that is not marked by close great power alliances.

And free trade solves nuclear war

Spicer 1996 (British Member of Parliament and Chairperson of the European Research Group, Michael, The Challenge from the East and the Rebirth of the West, New York: St. Martin’s Press, p. 121)

The choice facing the West today is much the same as that which faced the Soviet bloc after World War II: between meeting head-on the challenge of world trade with the adjustments and the benefits that it will bring, or of attempting to shut out markets that are growing and where a dynamic new pace if being set for innovative production.  The problem about the second approach is not simply that it won’t hold: satellite technology alone will ensure that consumers will begin to demand those goods that the East is able to provide most cheaply.  More fundamentally, it will guarantee the emergence of a fragmented world in which natural fears will be fanned and inflamed.  A world divided into rigid trade blocs will be a deeply troubled and unstable place in which suspicion and ultimately envy will possibly erupt into a major war.  I do not say that the converse will necessarily be true, that in a free trading world there will be an absence of all strife.  Such a proposition would manifestly be absurd.  But to trade is to become interdependent, and that is a good step in the direction of world stability.  With nuclear weapons at two a penny, stability will be at a premium in the years ahead.
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Renewables to increase production feeds the existing paradigm of ceaseless consumption and technophilia
Byrne et al 9

http://bst.sagepub.com/content/29/2/81.full.pdf+html
Center for Energy and Environmental Policy Established in 1980 at the University of Delaware, the Center is a leading institution for interdisciplinary graduate education, research, and advocacy in energy and environmental policy. CEEP is led by Dr. John Byrne, Distinguished Professor of Energy & Climate Policy at the University. For his contributions to Working Group III of the Intergovernmental Panel on Climate Change (IPCC) since 1992, he shares the 2007 Nobel Peace Prize with the Panel's authors and review editors.
Green Titans The threat of global warming has propelled renewable energy from policy Siberia to policy priority. Its impressive rise to prominence has been swift and, also, puzzling. While renewables lack the industrial heft of nuclear power, they nevertheless have left the engineering garage and are now courted in the boardrooms of big industry and big finance. Their recent success has been aptly described as a passage “from love-ins to logos” (Glover, 2006). Power and profit projections once reserved solely for the globally integrated fossil fuel system now extend to include renewable energy markets as well. Industry proponents and market analysts project billions of dollars in growth in the renewable energy market over the next decade. Wave, wind, solar, and hydropower are all considered essential technologies to address energy demand in a carbon-constrained world. Reminiscent of the institutional alliances that led to the creation of the industrial mega-energy systems that have dominated modernity, the call for public and private investment in renewable energy has the political ring and economic ka-ching normally reserved for the overlords of the modern energy scheme. The corporate renewable energy movement has studied the tactics of its competitors and adapted them to their needs. Appropriating the symbols of technology triumphalism of nuclear power (Byrne, Glover, & Alroe, 2006, p. 16-17), corporate renewable energy has launched a campaign for, fittingly, a “Manhattan Project” that can vault Big Wind and other renewables with extra-large size ambitions to a new level (Wilson, 2008). The new order is visualized with imagery suggesting the benign nature of giant wind turbines in pastoral settings. To secure the support of technologically minded moderns, these same turbines are applauded for their complexity and scale—far larger than the Statue of Liberty, built with the exotic chemistry of composites, and aerodynamically designed with highly sophisticated computer models, the technology readily earns hi-tech status (Parfit, 2005). Contesting the imagery is difficult. Big Wind resisters cite noise, bird mortality, and the industrialization of heretofore largely untrammeled land and seascapes in their arguments against Big Wind farms. But supporters counter with scientific evidence offered by experts ranging from ornithologists to acoustics specialists and underscore the larger threat of global warming in defense of these carbon-free alternatives. Importantly, the green energy case pits one set of environmental values against another, and depends on the priority of climate change to win out. But equally important, the environmental case for green energy fails to challenge the affluence-based development path secured by earlier energy systems. Rather than questioning the underlying premise of modern society to produce and consume without constraint, contemporary green energy advocates warmly embrace creating “bigger and more complex machines to spur and sate an endlessly increasing world energy demand” (Byrne & Toly, 2006, p. 3) Marketing slogans originally justifying fossil energy-based obesity can be revamped to suit the new green energy agenda: choosier mothers choose renewables and better living through green energy will motivate the postclimate change consumer to do the right thing. Yet the green energy agenda will not change the cause of the global warming threat (and so many other environmental harms), namely, unlimited consumption and production. In this sense, large renewable energy systems, touted as saviors of the planet, actually appear mainly to save modernity. A final problem specific to an extra-large green energy project is the distinctive environmental alienation it can produce. The march of commodification is spurred by the green titans as they seek to enter historic commons areas such as mountain passes, pasture lands, coastal areas, and the oceans, in order to collect renewable energy. Although it is not possible to formally privatize the wind or solar radiation (for example), the extensive technological lattices created to harvest renewable energy on a grand scale functionally preempt commons management of these resources.10 Previous efforts to harness the kinetic energy of flowing waters should have taught the designers of the mega-green energy program and their environmental allies that environmental and social effects will be massive and will preempt commons-based, society-nature relations. Instead of learning this lesson, the technophilic awe that inspired earlier energy obesity now emboldens efforts to tame the winds, waters, and sunlight—the final frontiers of he society-nature commons—all to serve the revised modern ideal of endless, but low- to no- carbon emitting, economic growth.
The alternative is to reject the aff to embrace a communal relationship to energy. 

Neoliberalism causes extinction—only a return to communal ethics can save the planet. 

Ehrenfeld ‘5 (David, Dept. of Ecology, Evolution, and Natural Resources @ Rutgers University, “The Environmental Limits to Globalization”, 

Conservation Biology Vol. 19 No. 2 April 2005)
The known effects of globalization on the environment are numerous and highly significant. Many others are undoubtedly unknown. Given these circumstances, the first question that suggests itself is: Will globalization, as we see it now, remain a permanent state of affairs (Rees 2002; Ehrenfeld 2003a)? The principal environmental side effects of globalization—climate change, resource exhaustion (particularly cheap energy), damage to agroecosystems, and the spread of exotic species, including pathogens (plant, animal, and human)—are sufficient to make this economic system unstable and short-lived. The socioeconomic consequences of globalization are likely to do the same. In my book The Arrogance of Humanism (1981), I claimed that our ability to manage global systems, which depends on our being able to predict the results of the things we do, or even to understand the systems we have created, has been greatly exaggerated. Much of our alleged control is science fiction; it doesn’t work because of theoretical limits that we ignore at our peril. We live in a dream world in which reality testing is something we must never, never do, lest we awake. In 1984 Charles Perrow explored the reasons why we have trouble predicting what so many of our own created systems will do, and why they surprise us so unpleasantly while we think we are managing them. In his book Normal Accidents, which does not concern globalization, he listed the critical characteristics of some of today’s complex systems. They are highly interlinked, so a change in one part can affect many others, even those that seem quite distant. Results of some processes feed back on themselves in unexpected ways. The controls of the system often interact with each other unpredictably. We have only indirect ways of finding out what is happening inside the system. And we have an incomplete understanding of some of the system’s processes. His example of such a system is a nuclear power plant, and this, he explained, is why system-wide accidents in nuclear plants cannot be predicted or eliminated by system design. I would argue that globalization is a similar system, also subject to catastrophic accidents, many of them environmental—events that we cannot define until after they have occurred, and perhaps not even then. The comparatively few commentators who have predicted the collapse of globalization have generally given social reasons to support their arguments. These deserve some consideration here, if only because the environmental and social consequences of globalization interact so strongly with each other. In 1998, the British political economist John Gray, giving scant attention to environmental factors, nevertheless came to the conclusion that globalization is unstable and will be short-lived. He said, “There is nothing in today’s global market that buffers it against the social strains arising from highly uneven economic development within and between the world’s diverse societies.” The result, Gray states, is that “The combination of [an] unceasing stream of new technologies, unfettered market competition and weak or fractured social institutions” has weakened both sovereign states and multinational corporations in their ability to control important events. Note that Gray claims that not only nations but also multinational corporations, which are widely touted as controlling the world, are being weakened by globalization. This idea may come as a surprise, considering the growth of multinationals in the past few decades, but I believe it is true. Neither governments nor giant corporations are even remotely capable of controlling the environmental or social forces released by globalization, without first controlling globalization itself. Two of the social critics of globalization with the most dire predictions about its doom are themselves masters of the process. The late Sir James Goldsmith, billionaire financier, wrote in 1994, It must surely be a mistake to adopt an economic policy which makes you rich if you eliminate your national workforce and transfer production abroad, and which bankrupts you if you continue to employ your own people.... It is the poor in the rich countries who will subsidize the rich in the poor countries. This will have a serious impact on the social cohesion of nations. Another free-trade billionaire, George Soros, said much the same thing in 1995: “The collapse of the global marketplace would be a traumatic event with unimaginable consequences. Yet I find it easier to imagine than the continuation of the present regime.” How much more powerful these statements are if we factor in the environment! As globalization collapses, what will happen to people, biodiversity, and ecosystems? With respect to people, the gift of prophecy is not required to answer this question. What will happen depends on where you are and how you live. Many citizens of the Third World are still comparatively self-sufficient; an unknown number of these will survive the breakdown of globalization and its attendant chaos. In the developed world, there are also people with resources of self-sufficiency and a growing understanding of the nature of our social and environmental problems, which may help them bridge the years of crisis. Some species are adaptable; some are not. For the non- human residents of Earth, not all news will be bad. Who would have predicted that wild turkeys (Meleagris gallopavo), one of the wiliest and most evasive of woodland birds, extinct in New Jersey 50 years ago, would now be found in every county of this the most densely populated state, and even, occasionally, in adjacent Manhattan? Who would have predicted that black bears (Ursus americanus), also virtually extinct in the state in the mid-twentieth century, would now number in the thousands (Ehrenfeld 2001)? Of course these recoveries are unusual—rare bright spots in a darker landscape. Finally, a few ecological systems may survive in a comparatively undamaged state; most will be stressed to the breaking point, directly or indirectly, by many environmental and social factors interacting unpredictably. Lady Luck, as always, will have much to say. In his book The Collapse of Complex Societies, the archaeologist Joseph Tainter (1988) notes that collapse, which has happened to all past empires, inevitably results in human systems of lower complexity and less specialization, less centralized control, lower economic activity, less information flow, lower population levels, less trade, and less redistribution of resources. All of these changes are inimical to globalization. This less-complex, less-globalized condition is probably what human societies will be like when the dust settles. I do not think, however, that we can make such specific predictions about the ultimate state of the environment after globalization, because we have never experienced anything like this exceptionally rapid, global environmental damage before. History and science have little to tell us in this situation. The end of the current economic system and the transition to a postglobalized state is and will be accompanied by a desperate last raid on resources and a chaotic flurry of environmental destruction whose results cannot possibly be told in advance. All one can say is that the surviving species, ecosystems, and resources will be greatly impoverished compared with what we have now, and our descendants will not thank us for having adopted, however briefly, an economic system that consumed their inheritance and damaged their planet so wantonly. Environment is a true bottom line—concern for its condition must trump all purely economic growth strategies if both the developed and developing nations are to survive and prosper. Awareness of the environmental limits that globalized industrial society denies or ignores should not, however, bring us to an extreme position of environmental determinism. Those whose preoccupations with modern civilization’s very real social problems cause them to reject or minimize the environmental constraints discussed here ( Hollander 2003) are guilty of seeing only half the picture. Environmental scientists sometimes fall into the same error. It is tempting to see the salvation of civilization and environment solely in terms of technological improvements in efficiency of energy extraction and use, control of pollution, conservation of water, and regulation of environmentally harmful activities. But such needed developments will not be sufficient—or may not even occur— without corresponding social change, including an end to human population growth and the glorification of consumption, along with the elimination of economic mechanisms that increase the gap between rich and poor. The environmental and social problems inherent in globalization are completely interrelated—any attempt to treat them as separate entities is unlikely to succeed in easing the transition to a postglobalized world. Integrated change that combines environmental awareness, technological innovation, and an altered world view is the only answer to the life-threatening problems exacerbated by globalization (Ehrenfeld 2003b). If such integrated change occurs in time, it will likely happen partly by our own design and partly as an unplanned response to the constraints imposed by social unrest, disease, and the economics of scarcity. With respect to the planned component of change, we are facing, as eloquently described by Rees (2002), “the ultimate challenge to human intelligence and self-awareness, those vital qualities we humans claim as uniquely our own. Homo sapiens will either. . .become fully human or wink out ignominiously, a guttering candle in a violent storm of our own making.” If change does not come quickly, our global civilization will join Tainter’s (1988) list as the latest and most dramatic example of collapsed complex societies. Is there anything that could slow globalization quickly, before it collapses disastrously of its own environmental and social weight? It is still not too late to curtail the use of energy, reinvigorate local and regional communities while restoring a culture of concern for each other, reduce nonessential global trade and especially global finance (Daly & Cobb 1989), do more to control introductions of exotic species (including pathogens), and accelerate the growth of sustainable agriculture. Many of the needed technologies are already in place. It is true that some of the damage to our environment—species extinctions, loss of crop and domestic animal varieties, many exotic species introductions, and some climatic change— will be beyond repair. Nevertheless, the opportunity to help our society move past globalization in an orderly way, while there is time, is worth our most creative and passionate efforts. The citizens of the United States and other nations have to understand that our global economic system has placed both our environment and our society in peril, a peril as great as that posed by any war of the twentieth century. This understanding, and the actions that follow, must come not only from enlightened leadership, but also from grassroots consciousness raising. It is still possible to reclaim the planet from a self-destructive economic system that is bringing us all down together, and this can be a task that bridges the divide between conservatives and liberals. The crisis is here, now. What we have to do has become obvious. Globalization can be scaled back to manageable proportions only in the context of an altered world view that rejects materialism even as it restores a sense of communal obligation. In this way, alone, can we achieve real homeland security, not just in the United States, but also in other nations, whose fates have become so thoroughly entwined with ours within the global environment we share.
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Warming

Warming won’t cause extinction

Barrett, professor of natural resource economics – Columbia University, ‘7
(Scott, Why Cooperate? The Incentive to Supply Global Public Goods, introduction)

First, climate change does not threaten the survival of the human species.5 If unchecked, it will cause other species to become extinction (though biodiversity is being depleted now due to other reasons). It will alter critical ecosystems (though this is also happening now, and for reasons unrelated to climate change). It will reduce land area as the seas rise, and in the process displace human populations. “Catastrophic” climate change is possible, but not certain. Moreover, and unlike an asteroid collision, large changes (such as sea level rise of, say, ten meters) will likely take centuries to unfold, giving societies time to adjust. “Abrupt” climate change is also possible, and will occur more rapidly, perhaps over a decade or two. However, abrupt climate change (such as a weakening in the North Atlantic circulation), though potentially very serious, is unlikely to be ruinous. Human-induced climate change is an experiment of planetary proportions, and we cannot be sur of its consequences. Even in a worse case scenario, however, global climate change is not the equivalent of the Earth being hit by mega-asteroid. Indeed, if it were as damaging as this, and if we were sure that it would be this harmful, then our incentive to address this threat would be overwhelming. The challenge would still be more difficult than asteroid defense, but we would have done much more about it by now. 

CO2 isn’t key

Watts, 25-year climate reporter, works with weather technology, weather stations, and weather data processing systems in the private sector, 7/25/’12
(Anthony, http://wattsupwiththat.com/2012/07/25/lindzen-at-sandia-national-labs-climate-models-are-flawed/)

ALBUQUERQUE, N.M. — Massachusetts Institute of Technology professor Richard Lindzen, a global warming skeptic, told about 70 Sandia researchers in June that too much is being made of climate change by researchers seeking government funding. He said their data and their methods did not support their claims.

“Despite concerns over the last decades with the greenhouse process, they oversimplify the effect,” he said. “Simply cranking up CO2 [carbon dioxide] (as the culprit) is not the answer” to what causes climate change.
Lindzen, the ninth speaker in Sandia’s Climate Change and National Security Speaker Series, is Alfred P. Sloan professor of meteorology in MIT’s department of earth, atmospheric and planetary sciences. He has published more than 200 scientific papers and is the lead author of Chapter 7 (“Physical Climate Processes and Feedbacks”) of the International Panel on Climate Change’s (IPCC) Third Assessment Report. He is a member of the National Academy of Sciences and a fellow of the American Geophysical Union and the American Meteorological Society.
For 30 years, climate scientists have been “locked into a simple-minded identification of climate with greenhouse-gas level. … That climate should be the function of a single parameter (like CO2) has always seemed implausible. Yet an obsessive focus on such an obvious oversimplification has likely set back progress by decades,” Lindzen said.

For major climates of the past, other factors were more important than carbon dioxide. Orbital variations have been shown to quantitatively account for the cycles of glaciations of the past 700,000 years, he said, and the elimination of the arctic inversion, when the polar caps were ice-free, “is likely to have been more important than CO2 for the warm episode during the Eocene 50 million years ago.”

There is little evidence that changes in climate are producing extreme weather events, he said. “Even the IPCC says there is little if any evidence of this. In fact, there are important physical reasons for doubting such anticipations.”

Lindzen’s views run counter to those of almost all major professional societies. For example, the American Physical Society statement of Nov. 18, 2007, read, “The evidence is incontrovertible: Global warming is occurring.” But he doesn’t feel they are necessarily right. “Why did the American Physical Society take a position?” he asked his audience. “Why did they find it compelling? They never answered.”

Speaking methodically with flashes of humor — “I always feel that when the conversation turns to weather, people are bored.” — he said a basic problem with current computer climate models that show disastrous increases in temperature is that relatively small increases in atmospheric gases lead to large changes in temperatures in the models.

But, he said, “predictions based on high (climate) sensitivity ran well ahead of observations.”

Real-world observations do not support IPCC models, he said: “We’ve already seen almost the equivalent of a doubling of CO2 (in radiative forcing) and that has produced very little warming.”
He disparaged proving the worth of models by applying their criteria to the prediction of past climatic events, saying, “The models are no more valuable than answering a test when you have the questions in advance.”
Modelers, he said, merely have used aerosols as a kind of fudge factor to make their models come out right. (Aerosols are tiny particles that reflect sunlight. They are put in the air by industrial or volcanic processes and are considered a possible cause of temperature change at Earth’s surface.)

Then there is the practical question of what can be done about temperature increases even if they are occurring, he said. “China, India, Korea are not going to go along with IPCC recommendations, so … the only countries punished will be those who go along with the recommendations.”

He discounted mainstream opinion that climate change could hurt national security, saying that “historically there is little evidence of natural disasters leading to war, but economic conditions have proven much more serious. Almost all proposed mitigation policies lead to reduced energy availability and higher energy costs. All studies of human benefit and national security perspectives show that increased energy is important.”

He showed a graph that demonstrated that more energy consumption leads to higher literacy rate, lower infant mortality and a lower number of children per woman.

Given that proposed policies are unlikely to significantly influence climate and that lower energy availability could be considered a significant threat to national security, to continue with a mitigation policy that reduces available energy “would, at the least, appear to be irresponsible,” he argued.

Responding to audience questions about rising temperatures, he said a 0.8 of a degree C change in temperature in 150 years is a small change. Questioned about five-, seven-, and 17-year averages that seem to show that Earth’s surface temperature is rising, he said temperatures are always fluctuating by tenths of a degree.
Negative feedbacks stop runaway warming
Singer, PhD physics – Princeton University and professor of environmental science – UVA, consultant – NASA, GAO, DOE, NASA, Carter, PhD paleontology – University of Cambridge, adjunct research professor – Marine Geophysical Laboratory @ James Cook University, and Idso, PhD Geography – ASU, ‘11
(S. Fred, Robert M. and Craig, “Climate Change Reconsidered,” 2011 Interim Report of the Nongovernmental Panel on Climate Change)

According to Lindzen and Choi, all 11 models employed in the IPCC‘s analysis ―agree as to positive feedback,‖ but they find that they all disagree—and disagree ―very sharply‖—with the real-world observations that Lindzen and Choi utilized, which imply that negative feedback actually prevails. Moreover, the presence of that negative feedback reduces the CO2-induced propensity for warming to the extent that their analysis of the real-world observational data yields only a mean SST increase ―of ~0.5°C for a doubling of CO2.‖ How does one decide which of the two results is closer to the truth? Real-world data would be the obvious standard against which to compare model-derived results, but since Lindzen and Choi‘s results are indeed based on real-world measurements, the only alternative we have is to seek other real-world results. Fortunately, there are several such findings, many of which are summarized by in Idso (1998), who describes eight ―natural experiments‖ that he personally employed in prior studies to determine ―how earth‘s near-surface air temperature responds to surface radiative perturbations.‖ The eight natural experiments used by Idso were (1) the change in the air‘s water vapor content that occurs at Phoenix, Arizona with the advent of the summer monsoon, (2) the naturally occurring vertical redistribution of dust that occurs at Phoenix between summer and winter, (3) the annual cycle of surface air temperature caused by the annual cycle of solar radiation absorption at the Earth‘s surface, (4) the warming effect of the entire atmosphere caused by its mean flux of thermal radiation to the surface of the Earth, (5) the annually averaged equator-to-pole air temperature gradient that is sustained by the annually averaged equator-to-pole gradient of total surface-absorbed radiant energy, (6) the mean surface temperatures of Earth, Mars, and Venus relative to the amounts of CO2 contained in their atmospheres, (7) the paradox of the faint early sun and its implications for Earth‘s thermal history, and (8) the greenhouse effect of water vapor over the tropical oceans and its impact on sea surface temperatures. These eight analyses, in the words of Idso, ―suggest that a 300 to 600 ppm doubling of the atmosphere‘s CO2 concentration could raise the planet‘s mean surface air temperature by only about 0.4°C,‖ which is right in line with Lindzen and Choi‘s deduced warming of ~0.5°C for a nominal doubling of the air‘s CO2 content. Hence, there would appear to be strong real-world data that argue against the overinflated CO2-induced global warming predicted by state-of-the-art climate models.

CO2 boosts plant performance and prevents mass starvation—avoids extinction 

Singer, PhD physics – Princeton University and professor of environmental science – UVA, consultant – NASA, GAO, DOE, NASA, Carter, PhD paleontology – University of Cambridge, adjunct research professor – Marine Geophysical Laboratory @ James Cook University, and Idso, PhD Geography – ASU, ‘11
(S. Fred, Robert M. and Craig, “Climate Change Reconsidered,” 2011 Interim Report of the Nongovernmental Panel on Climate Change)

Regarding the first of these requirements, Tilman et al. note that in many parts of the world the historical rate of increase in crop yields is declining, as the genetic ceiling for maximal yield potential is being approached. This observation, in their words, ―highlights the need for efforts to steadily increase the yield potential ceiling.‖ With respect to the second requirement, they indicate, ―without the use of synthetic fertilizers, world food production could not have increased at the rate it did [in the past] and more natural ecosystems would have been converted to agriculture.‖ Hence, they state the solution ―will require significant increases in nutrient use efficiency, that is, in cereal production per unit of added nitrogen, phosphorus,‖ and so forth. Finally, as to the third requirement, Tilman et al. remind us ―water is regionally scarce,‖ and ―many countries in a band from China through India and Pakistan, and the Middle East to North Africa either currently or will soon fail to have adequate water to maintain per capita food production from irrigated land.‖ Increasing crop water use efficiency, therefore, is also a must. Although the impending biological crisis and several important elements of its potential solution are thus well defined, Tilman et al. (2001) noted ―even the best available technologies, fully deployed, cannot prevent many of the forecasted problems.‖ This was also the conclusion of Idso and Idso (2000), who stated that although ―expected advances in agricultural technology and expertise will significantly increase the food production potential of many countries and regions,‖ these advances ―will not increase production fast enough to meet the demands of the even faster-growing human population of the planet.‖ Fortunately, we have a powerful ally in the ongoing rise in the air‘s CO2 content that can provide what we can‘t. Since atmospheric CO2 is the basic ―food of essentially all plants, the more of it there is in the air, the bigger and better they grow. For a nominal doubling of the air‘s CO2 concentration, for example, the productivity of Earth‘s herbaceous plants rises by 30 to 50 percent (Kimball, 1983; Idso and Idso, 1994), and the productivity of its woody plants rises by 50 to 80 percent or more (Saxe et al. 1998; Idso and Kimball, 2001). Hence, as the air‘s CO2 content continues to rise, the land use efficiency of the planet will rise right along with it. In addition, atmospheric CO2 enrichment typically increases plant nutrient use efficiency and plant water use efficiency. Thus, with respect to all three of the major needs identified by Tilman et al. (2002), increases in the air‘s CO2 content pay huge dividends, helping to increase agricultural output without the taking of new land and water from nature. Many other researchers have broached this subject. In a paper recently published in the Annual Review of Plant Biology, three scientists associated with the Institute of Genomic Biology at the University of Illinois at Urbana-Champaign (USA) write that meeting the global increase in agricultural demand during this century ―is predicted to require a doubling of global production,‖ but ―the world has limited capacity to sustainably expand cropland,‖ and this capacity is actually ―shrinking in many developed countries.‖ Thus, Zhu et al. (2010) state, ―meeting future increases in demand will have to come from a near doubling of productivity on a land area basis,‖ and they conclude ―a large contribution will have to come from improved photosynthetic conversion efficiency,‖ estimating ―at least a 50% improvement will be required to double global production.‖ The researchers‘ reason for focusing on photosynthetic conversion efficiency derives from the experimentally observed facts that increases in the atmosphere‘s CO2 concentration increase the photosynthetic rates of nearly all plants, and those rate increases generally lead to equivalent—or only slightly smaller—increases in plant productivity on a land area basis. That provides a solid foundation for their enthusiasm in this regard. In their review of the matter, however, they examine the prospects for boosting photosynthetic conversion efficiency in an entirely different way: genetically, without increasing the air‘s CO2 content. ―Improving photosynthetic conversion efficiency will require,‖ the three scientists state, ―a full suite of tools including breeding, gene transfer, and synthetic biology in bringing about the designed alteration to photosynthesis.‖ For some of these ―near-term‖ endeavors, they indicate ―implementation is limited by technical issues that can be overcome by sufficient investment,‖ meaning they can ―be bought.‖ But several ―mid-term‖ goals could take 20 years or more to achieve; and they state ―even when these improvements are achieved, it may take an additional 10–20 years to bring such innovations to farms in commercial cultivars at adequate scale.‖ And if that is not bad enough, they say of still longer-term goals that ―too little of the science has been undertaken to identify what needs to be altered to effect an increase in yield,‖ while in some cases they acknowledge that what they envision may not even be possible, as in developing a form of RuBisCO that exhibits a significant decrease in oxygenation activity, or in designing C3 crops to utilize the C4 form of photosynthetic metabolism. Clearly, we do not have the time to gamble on our ability to accomplish what needs to be done in order to forestall massive human starvation of global dimensions within the current century. Therefore—in addition to trying what Zhu et al. suggest—we must rely on the ―tested and true: the CO2-induced stimulation of plant photosynthesis and crop yield production. And all we need to do in this regard is to refrain from interfering with the natural evolution of the Industrial Revolution, which is destined to be carried for some time yet on the backs of fossil-fuel-driven enterprises that can provide the atmosphere with the extra carbon dioxide that will be needed to provide the extra increase in crop growth that may mean the difference between global food sufficiency and human starvation on a massive scale a mere few decades from now. Another take on the matter has been provided by Hanjra and Qureshi (2010). They begin their treatment of the subject by quoting Benjamin Franklin‘s well-known homily, ―When the well is dry, we know the worth of water,‖ and they write we ―must not lose sight of surging water scarcity.‖ Noting ―population and income growth will increase the demand for food and water,‖ they contend ―irrigation will be the first sector to lose water, as water competition by non-agricultural uses increases and water scarcity intensifies.‖ As ―increasing water scarcity will have implications for food security, hunger, poverty, and ecosystem health and services,‖ they report ―feeding the 2050 population will require some 12,400 km3 of water, up from 6800 km3 used today.‖ This huge increase, they continue, ―will leave a water gap of about 3300 km3 even after improving efficiency in irrigated agriculture, improving water management, and upgrading of rainfed agriculture,‖ as per the findings of de Fraiture et al. (2007), Molden (2007), and Molden et al. (2010). This water deficiency, according to Hanjra and Qureshi, ―will lead to a food gap unless concerted actions are taken today.‖ Some of the measures they propose are to conserve water and energy resources, develop and adopt climate-resilient crop varieties, modernize irrigation, shore up domestic food supplies, reengage in agriculture for further development, and reform the global food and trade markets. To achieve these goals, they write, ―unprecedented global cooperation is required,‖ which by the looks of today‘s world is an exceedingly remote possibility. What, then, can we do to defuse the ticking time-bomb of this looming food and water crisis? One option is to do nothing: don‘t mess with the normal, unforced evolution of civilization‘s means of acquiring energy. This is because on top of everything else we may try to do to conserve both land and freshwater resources, we will still fall short of what is needed to be achieved unless the air‘s CO2 content rises significantly and thereby boosts the water use efficiency of Earth‘s crop plants and that of the plants that provide food and habitat for what could be called ―wild nature,‖ enabling both sets of plants to produce more biomass per unit of water used. To ensure this happens, we will need all of the CO2 that will be produced by the burning of fossil fuels, until other forms of energy truly become more cost-efficient than coal, gas, and oil. In fact, these other energy sources will have to become much more cost-efficient before fossil fuels are phased out, because the positive externality of the CO2-induced increase in plant water use efficiency provided by the steady rise in the atmosphere‘s CO2 concentration due to the burning of fossil fuels will be providing a most important service in helping us feed and sustain our own species without totally decimating what yet remains of wild nature. In yet another paper to address this important issue—this one published in the Journal of Proteome Research—Sarkar et al. (2010) write, ―increasing population and unsustainable exploitation of nature and natural resources have made ‗food security‘ a burning issue in the 21st century,‖ echoing the sentiments expressed by Farrell (2009), who noted ―the alarming increase in biofuel production, the projected demand for livestock products, and the estimated food to feed the additional 700 million people who will arrive here by 2016, will have unprecedented consequences,‖ among which are likely to be that ―arable land, the environment, water supply and sustainability of the agricultural system will all be affected,‖ and not in a positive way. Furthermore, when the human population of the globe reaches 8.7–11.3 billion by the year 2050 (Bengtsson et al., 2006), the situation will become truly intolerable, unless something is done, far in advance of that date, to mitigate the situation dramatically. Thus, as Sarkar et al. suggest, ―a normal approach for any nation/region is to strengthen its agricultural production for meeting future demands and provide food security.‖ But a major difficulty, which could spoil mankind‘s ability to do so, is the ongoing rise in the atmosphere‘s ozone concentration. This is the subject of Sarkar et al.‘s new paper. In a study designed to elucidate the many ways in which ozone (O3) is harmful to plants, the eight researchers grew two high-yielding cultivars (Sonalika and HUW 510) of wheat (Triticum aestivum L.) outdoors at the Agriculture Research Farm of India‘s Banaras Hindu University. This was done within open-top chambers maintained at the ambient O3 concentration and at elevated O3 concentrations of 25 percent and 50 percent above ambient during the peak O3 period of the day (10:00 to 15:00 hours local time) for a total of 50 days, during which time they measured numerous responses of the plants to the two levels of ozone enrichment. Sarkar et al. determined, among several other things, that the moderate increases in the air‘s O3 concentration resulted in higher foliar injury, a reduction in photosynthetic efficiency, induced inhibition in photochemical efficacy of photosystem II, lowered concentrations of photosynthetic pigments and proteins, and what they describe as ―drastic reductions‖ in RuBisCO large and small subunits, while noting major leaf photosynthetic proteins and important energy metabolism proteins were also ―drastically reduced.‖ Discussing the results, the scientists from India, Japan, and Nepal remark that anthropogenic activities have made ozone a ―major environmental pollutant of our time,‖ while noting some are predicting it to be an even ―greater problem for the future.‖ Adding this dilemma to the problem of feeding the world over the next few decades and beyond makes humanity‘s future look incredibly bleak. Thus, Sarkar et al. suggest we focus on ―engineering crops for future high O3,‖ concentrating on maintaining ―effective stomatal conductance of plants which can avoid O3 entry but not hamper their productivity.‖ We agree. But not knowing to what extent we will be successful in this endeavor, we also need to do something we know will work: allowing the air‘s CO2 content to rise, unimpeded by the misguided efforts of those who would curtail anthropogenic CO2 emissions in the guise of fighting what they claim is anthropogenic-induced global warming. This contention is largely theoretical and wholly unproven, but we know, as a result of literally hundreds, if not thousands, of real-world experiments, that atmospheric CO2 enrichment increases both the productivity and water-use efficiency of nearly all plants, and that it often more than compensates for the negative effects of O3 pollution. Introducing another review of food security studies pertinent to the challenge of feeding 9 billion people just four decades from now, Godfray et al. (2010) note ―more than one in seven people today still do not have access to sufficient protein and energy from their diet and even more suffer some form of micronutrient malnourishment,‖ citing the FAO (2009). Although ―increases in production will have an important part to play‖ in correcting this problem and keeping it from worsening in the future, mankind ―will be constrained by the finite resources provided by the earth‘s lands, oceans and atmosphere,‖ This set of difficulties they describe at the end of their review as constituting a ―perfect storm.‖ In considering ways to mitigate these problems, the first question they ask is: ―How can more food be produced sustainably?‖ They state the primary solution to food shortages of the past was ―to bring more land into agriculture and to exploit new fish stocks,‖ but they note there is precious little remaining of either of these pristine resources. Thus, they conclude ―the most likely scenario is that more food will need to be produced from the same or less land.‖ As they suggest, ―we must avoid the temptation to sacrifice further the earth‘s already hugely depleted biodiversity for easy gains in food production, not only because biodiversity provides many of the public goods upon which mankind relies, but also because we do not have the right to deprive future generations of its economic and cultural benefits.‖ And, we might add, because we should be enlightened enough to realize we have a moral responsibility to drive no more species to extinction than we already have sent to that sorry state. So how can these diverse requirements all be met simultaneously? A clue comes from Godfray et al.‘s statement that ―greater water and nutrient use efficiency, as well as tolerance of abiotic stress, are likely to become of increasing importance.‖ And what is there that can bring about these changes in mankind‘s crops? You guessed it: carbon dioxide. Rising concentrations of atmospheric CO2 increase the photosynthetic prowess of essentially all of the Earth‘s plants, while generally reducing the rate at which they transfer water from the soil to the air. In addition, more CO2 in the air tends to enhance the efficiency with which plants utilize nutrients in constructing their tissues and producing the edible portions that we and all of Earth‘s animals depend upon for our very existence. Focusing on the water scarcity aspect of the food shortage problem, Kummu et al. (2010) write, ―due to the rapidly increasing population and water use per capita in many areas of the world, around one third of the world‘s population currently lives under physical water scarcity (e.g. Vorosmarty et al., 2000; Alcamo et al., 2003; Oki and Kanae, 2006).‖ But despite the large number of water scarcity studies conducted over the years, ―no global assessment is available of how this trend has evolved over the past several centuries to millennia.‖ Thus they conducted a study covering AD 0 to 2005. This analysis was carried out for ten different time slices, defined as those times at which the human population of the globe was approximately double the population of the previous time slice. Global population data for these analyses were derived from the 5‘ latitude x 5‘ longitude-resolution global HYDE dataset of Klein Goldewijk (2005) and Klein Goldewijk et al. (2010), while evaluation of water resources availability over the same period was based on monthly temperature and precipitation output from the climate model ECBilt-CLIO-VECODE, as calculated by Renssen et al. (2005). After completing these assessments, the four researchers found ―moderate water shortage first appeared around 1800, but it commenced in earnest from about 1900, when 9% of the world population experienced water shortage, of which 2% was under chronic water shortage (<1000 m3/capita/year).‖ Thereafter, from 1960 onwards, they write, ―water shortage increased extremely rapidly, with the proportion of global population living under chronic water shortage increasing from 9% (280 million people) in 1960 to 35% (2300 million) in 2005.‖ And currently, they continue, ―the most widespread water shortage is in South Asia, where 91% of the population experiences some form of water shortage,‖ while ―the most severe shortage is in North Africa and the Middle East, where 77% and 52% of the total population lives under extreme water shortage (<500 m3/capita/year), respectively.‖ To alleviate these freshwater shortages, Kummu et al. state measures generally have been taken to increase water availability, such as building dams and extracting groundwater. But they note ―there are already several regions in which such measures are no longer sufficient, as there is simply not enough water available in some regions.‖ In addition, they observe, ―this problem is expected to increase in the future due to increasing population pressure (e.g. United Nations, 2009), higher welfare (e.g. Grubler et al., 2007) [and] production of water intensive biofuels (e.g. Varis, 2007, Berndes, 2008).‖ Hence, they conclude there will be an increasing need for many nonstructural measures, the first and foremost of which they indicate to be ―increasing the efficiency of water use.‖ This characteristic of nearly all of Earth‘s plants is almost universally promoted by atmospheric CO2 enrichment.

Causes food wars and extinction

Brown, 9 – founder of the Worldwatch Institute and the Earth Policy Institute
(Lester R, “Can Food Shortages Bring Down Civilization?” Scientific American, May)
The biggest threat to global stability is the potential for food crises in poor countries to cause government collapse. Those crises are brought on by ever worsening environmental degradation

One of the toughest things for people to do is to anticipate sudden change. Typically we project the future by extrapolating from trends in the past. Much of the time this approach works well. But sometimes it fails spectacularly, and people are simply blindsided by events such as today's economic crisis.

For most of us, the idea that civilization itself could disintegrate probably seems preposterous. Who would not find it hard to think seriously about such a complete departure from what we expect of ordinary life? What evidence could make us heed a warning so dire--and how would we go about responding to it? We are so inured to a long list of highly unlikely catastrophes that we are virtually programmed to dismiss them all with a wave of the hand: Sure, our civilization might devolve into chaos--and Earth might collide with an asteroid, too! For many years I have studied global agricultural, population, environmental and economic trends and their interactions. The combined effects of those trends and the political tensions they generate point to the breakdown of governments and societies. Yet I, too, have resisted the idea that food shortages could bring down not only individual governments but also our global civilization.

I can no longer ignore that risk. Our continuing failure to deal with the environmental declines that are undermining the world food economy--most important, falling water tables, eroding soils and rising temperatures--forces me to conclude that such a collapse is possible. The Problem of Failed States   Even a cursory look at the vital signs of our current world order lends unwelcome support to my conclusion. And those of us in the environmental field are well into our third decade of charting trends of environmental decline without seeing any significant effort to reverse a single one. In six of the past nine years world grain production has fallen short of consumption, forcing a steady drawdown in stocks. When the 2008 harvest began, world carryover stocks of grain (the amount in the bin when the new harvest begins) were at 62 days of consumption, a near record low. In response, world grain prices in the spring and summer of last year climbed to the highest level ever. As demand for food rises faster than supplies are growing, the resulting food-price inflation puts severe stress on the governments of countries already teetering on the edge of chaos. Unable to buy grain or grow their own, hungry people take to the streets. Indeed, even before the steep climb in grain prices in 2008, the number of failing states was expanding [see sidebar at left]. Many of their problem's stem from a failure to slow the growth of their populations. But if the food situation continues to deteriorate, entire nations will break down at an ever increasing rate. We have entered a new era in geopolitics. In the 20th century the main threat to international security was superpower conflict; today it is failing states. It is not the concentration of power but its absence that puts us at risk. States fail when national governments can no longer provide personal security, food security and basic social services such as education and health care. They often lose control of part or all of their territory. When governments lose their monopoly on power, law and order begin to disintegrate. After a point, countries can become so dangerous that food relief workers are no longer safe and their programs are halted; in Somalia and Afghanistan, deteriorating conditions have already put such programs in jeopardy. Failing states are of international concern because they are a source of terrorists, drugs, weapons and refugees, threatening political stability everywhere. Somalia, number one on the 2008 list of failing states, has become a base for piracy. Iraq, number five, is a hotbed for terrorist training. Afghanistan, number seven, is the world's leading supplier of heroin. Following the massive genocide of 1994 in Rwanda, refugees from that troubled state, thousands of armed soldiers among them, helped to destabilize neighboring Democratic Republic of the Congo (number six). Our global civilization depends on a functioning network of politically healthy nation-states to control the spread of infectious disease, to manage the international monetary system, to control international terrorism and to reach scores of other common goals. If the system for controlling infectious diseases--such as polio, SARS or avian flu--breaks down, humanity will be in trouble. Once states fail, no one assumes responsibility for their debt to outside lenders. If enough states disintegrate, their fall will threaten the stability of global civilization itself.
Warming locked in—current construction and no international deal means it will be runaway

Harvey, environment reporter – the Guardian, 11/9/’11
(Fiona, http://www.guardian.co.uk/environment/2011/nov/09/fossil-fuel-infrastructure-climate-change)

The world is likely to build so many fossil-fuelled power stations, energy-guzzling factories and inefficient buildings in the next five years that it will become impossible to hold global warming to safe levels, and the last chance of combating dangerous climate change will be "lost for ever", according to the most thorough analysis yet of world energy infrastructure. Anything built from now on that produces carbon will do so for decades, and this "lock-in" effect will be the single factor most likely to produce irreversible climate change, the world's foremost authority on energy economics has found. If this is not rapidly changed within the next five years, the results are likely to be disastrous. "The door is closing," Fatih Birol, chief economist at the International Energy Agency, said. "I am very worried – if we don't change direction now on how we use energy, we will end up beyond what scientists tell us is the minimum [for safety]. The door will be closed forever." If the world is to stay below 2C of warming, which scientists regard as the limit of safety, then emissions must be held to no more than 450 parts per million (ppm) of carbon dioxide in the atmosphere; the level is currently around 390ppm. But the world's existing infrastructure is already producing 80% of that "carbon budget", according to the IEA's analysis, published on Wednesday. This gives an ever-narrowing gap in which to reform the global economy on to a low-carbon footing. If current trends continue, and we go on building high-carbon energy generation, then by 2015 at least 90% of the available "carbon budget" will be swallowed up by our energy and industrial infrastructure. By 2017, there will be no room for manoeuvre at all – the whole of the carbon budget will be spoken for, according to the IEA's calculations. Birol's warning comes at a crucial moment in international negotiations on climate change, as governments gear up for the next fortnight of talks in Durban, South Africa, from late November. "If we do not have an international agreement, whose effect is put in place by 2017, then the door to [holding temperatures to 2C of warming] will be closed forever," said Birol. But world governments are preparing to postpone a speedy conclusion to the negotiations again. Originally, the aim was to agree a successor to the 1997 Kyoto protocol, the only binding international agreement on emissions, after its current provisions expire in 2012. But after years of setbacks, an increasing number of countries – including the UK, Japan and Russia – now favour postponing the talks for several years. Both Russia and Japan have spoken in recent weeks of aiming for an agreement in 2018 or 2020, and the UK has supported this move. Greg Barker, the UK's climate change minister, told a meeting: "We need China, the US especially, the rest of the Basic countries [Brazil, South Africa, India and China] to agree. If we can get this by 2015 we could have an agreement ready to click in by 2020." Birol said this would clearly be too late. "I think it's very important to have a sense of urgency – our analysis shows [what happens] if you do not change investment patterns, which can only happen as a result of an international agreement." Nor is this a problem of the developing world, as some commentators have sought to frame it. In the UK, Europe and the US, there are multiple plans for new fossil-fuelled power stations that would contribute significantly to global emissions over the coming decades. The Guardian revealed in May an IEA analysis that found emissions had risen by a record amount in 2010, despite the worst recession for 80 years. Last year, a record 30.6 gigatonnes (Gt) of carbon dioxide poured into the atmosphere from burning fossil fuels, a rise of 1.6Gt on the previous year. At the time, Birol told the Guardian that constraining global warming to moderate levels would be "only a nice utopia" unless drastic action was taken. The new research adds to that finding, by showing in detail how current choices on building new energy and industrial infrastructure are likely to commit the world to much higher emissions for the next few decades, blowing apart hopes of containing the problem to manageable levels. The IEA's data is regarded as the gold standard in emissions and energy, and is widely regarded as one of the most conservative in outlook – making the warning all the more stark. The central problem is that most industrial infrastructure currently in existence – the fossil-fuelled power stations, the emissions-spewing factories, the inefficient transport and buildings – is already contributing to the high level of emissions, and will do so for decades. Carbon dioxide, once released, stays in the atmosphere and continues to have a warming effect for about a century, and industrial infrastructure is built to have a useful life of several decades. Yet, despite intensifying warnings from scientists over the past two decades, the new infrastructure even now being built is constructed along the same lines as the old, which means that there is a "lock-in" effect – high-carbon infrastructure built today or in the next five years will contribute as much to the stock of emissions in the atmosphere as previous generations. The "lock-in" effect is the single most important factor increasing the danger of runaway climate change, according to the IEA in its annual World Energy Outlook, published on Wednesday.

No oceans impact

Hofmann, Professor of Ecology, Evolution and Marine Biology – University of California Santa Barbara et al., ‘11
(Gretchen E., “High-Frequency Dynamics of Ocean pH: A Multi-Ecosystem Comparison,” PLoS ONE Vol. 6, No. 12)

Since the publication of two reports in 2005–2006 [1], [2], the drive to forecast the effects of anthropogenic ocean acidification (OA) on marine ecosystems and their resident calcifying marine organisms has resulted in a growing body of research. Numerous laboratory studies testing the effects of altered seawater chemistry (low pH, altered pCO2, and undersaturation states - Ω - for calcium carbonate polymorphs) on biogenic calcification, growth, metabolism, and development have demonstrated a range of responses in marine organisms (for reviews see [3]–[8]). However, the emerging picture of biological consequences of OA – from data gathered largely from laboratory experiments – is not currently matched by equally available environmental data that describe present-day pH exposures or the natural variation in the carbonate system experienced by most marine organisms. Although researchers have documented variability in seawater carbonate chemistry on several occasions in different marine ecosystems (e.g., [9]–[15]), this variation has been under-appreciated in these early stages of OA research. Recently, a deeper consideration of ecosystem-specific variation in seawater chemistry has emerged (e.g., [16]–[18]), one that is pertinent to the study of biological consequences of OA. Specifically, assessments of environmental heterogeneity present a nuanced complement to current laboratory experiments. The dynamics of specific natural carbonate chemistry on local scales provide critical context because outcomes of experiments on single species are used in meta-analyses to project the overall biological consequences of OA [7], [19], to forecast ecosystem-level outcomes [20], and ultimately to contribute to policy decisions [21] and the management of fisheries [22], [23]. As noted earlier [24], natural variability in pH is seldom considered when effects of ocean acidification are considered. Natural variability may occur at rates much higher than the rate at which carbon dioxide is decreasing ocean pH, about −0.0017 pH/year [25], [26]. This ambient fluctuation in pH may have a large impact on the development of resilience in marine populations, or it may combine with the steady effects of acidification to produce extreme events with large impacts [24]. In either case, understanding the environmental variability in ocean pH is essential. Although data on the natural variation in the seawater CO2 system are emerging, nearly all high-resolution (e.g. hourly) time series are based on pCO2 sensors, with comparatively few pH time series found in the literature. From a research perspective, the absence of information regarding natural pH dynamics is a critical data gap for the biological and ecological arm of the multidisciplinary investigation of OA. Our ability to understand processes ranging from physiological tolerances to local adaptation is compromised. Specifically, laboratory experiments to test tolerances are often not designed to encompass the actual habitat exposure of the organisms under study, a critical design criterion in organismal physiology that also applies to global change biology [27]–[29]. It is noted that neither pH nor pCO2 alone provide the information sufficient to fully constrain the CO2 system, and while it is preferred to measure both, the preference for measuring one over the other is evaluated on a case-by-case basis and is often dictated by the equipment available. In this light, data that reveal present-day pH dynamics in marine environments and therefore ground pH levels in CO2 perturbation experiments in an environmental context are valuable to the OA research community in two major ways. First, estimates of organismal resilience are greatly facilitated. Empiricists can contextualize lab experiments with actual environmental data, thereby improving them. Notably, the majority of manipulative laboratory experiments in OA research (including our own) have been parameterized using pCO2 levels as per the IPCC emission scenario predictions [30]. One consequence of this practice is that organisms are potentially tested outside of the current exposure across their biogeographic range, and tolerances are not bracketed appropriately. This situation may not be a lethal issue (i.e. negating all past observations in experiments where environmental context was not known); however, the lack of information about the ‘pH seascape’ may be translated through these organismal experiments in a manner that clouds the perspective of vulnerability of marine ecosystems. For example, recent data on the heterogeneity of pH in coastal waters of the Northeastern Pacific [31], [32] that are characterized by episodic upwelling has caused biologists to re-examine the physiological tolerances of organisms that live there. Specifically, resident calcifying marine invertebrates and algae are acclimatized to existing spatial and temporal heterogeneity [17], [18], and further, populations are likely adapted to local to regional differences in upwelling patterns [33]. Secondly, in addition to improving laboratory experiments, data regarding the nature of the pH seascape also facilitate hypothesis-generating science. Specifically, heterogeneity in the environment with regard to pH and pCO2 exposure may result in populations that are acclimatized to variable pH or extremes in pH. Although this process has been highlighted in thermal biology of marine invertebrates [34], such insight is not available with regard to gradients of seawater chemistry that occur on biogeographic scales. With that said, recent field studies have demonstrated that natural variation in seawater chemistry does influence organismal abundance and distribution [16], [35], [36]. With our newfound access to pH time series data, we can begin to explore the biophysical link between environmental seawater chemistry and resilience to baseline shifts in pH regimes, to identify at-risk populations as well as tolerant ones. Additionally, the use of sensors in the field can identify hidden patterns in the CO2 system, revealing areas that are refugia to acidification or carbonate undersaturation; such knowledge could enable protection, management, and remediation of critical marine habitats and populations in the future. The recent development of sensors for in situ measurements of seawater pH [37], [38] has resulted in the ability to record pH more readily in the field in a manner that can support biological and ecological research. Since 2009, the Martz lab (SIO) has constructed 52 “SeaFET” pH sensors for 13 different collaborators (see http://martzlab.ucsd.edu) working in a broad range of settings. Using subsamples of data from many of these sensors, here we examine signatures of pH heterogeneity, presenting time series snapshots of sea-surface pH (upper 10 m) at 15 locations, spanning various overlapping habitat classifications including polar, temperate, tropical, open ocean, coastal, upwelling, estuarine, kelp forest, coral reef, pelagic, benthic, and extreme. Naturally, at many sites, multiple habitat classifications will apply. Characteristic patterns observed in the 30-day snapshots provide biome-specific pH signatures. This comparative dataset highlights the heterogeneity of present-day pH among marine ecosystems and underscores that contemporary marine organisms are currently exposed to different pH regimes in seawater that are not predicted until 2100. Results Overall, the patterns of pH recorded at each of the 15 deployment sites (shown in Figure 1, Table 1) were strikingly different. Figure 2 presents the temporal pattern of pH variation at each of these sites, and, for the sake of comparison, these are presented as 30-day time series “snapshots.” Note that all deployments generated >30 days of data except for sensors 3, 4, and 13, where the sensors were deliberately removed due to time constraints at the study sites. Though the patterns observed among the various marine ecosystems are driven by a variety of oceanographic forcing such as temperature, mixing, and biological activity, we do not provide a separate analysis of controlling factors on pH at each location. Each time series was accompanied by a different set of ancillary data, some rich with several co-located sensors, others devoid of co-located sensors. Given these differences in data collection across sites, here we focus on the comparative pH sensor data as a means to highlight observed pH variability and ecosystem-level differences between sites. For purposes of comparison, the metrics of variability presented here are pH minima, maxima, range, standard deviation, and rate of change (see Table 2). The rate presented in Table 2 and Figure 3 represents a mean instantaneous rate of change in pH hr−1, where a rate was calculated for each discrete time step as the absolute value of pH difference divided by the length of time between two adjacent data points. In terms of general patterns amongst the comparative datasets, the open ocean sites (CCE1 and Kingman Reef) and the Antarctic sites (Cape Evans and Cindercones) displayed the least variation in pH over the 30-day deployment period. For example, pH range fluctuated between 0.024 to 0.096 at CCE1, Kingman Reef, Cape Evans, and Cindercones (Figure 2A, B and Table 2). In distinct contrast to the stability of the open ocean and Antarctic sites, sensors at the other five site classifications (upwelling, estuarine/near-shore, coral reef, kelp forest, and extreme) captured much greater variability (pH fluctuations ranging between 0.121 to 1.430) and may provide insight towards ecosystem-specific patterns. The sites in upwelling regions (Pt. Conception and Pt. Ano Nuevo, Figure 2C), the two locations in Monterey Bay, CA (Figure 2D), and the kelp forest sites (La Jolla and Santa Barbara Mohawk Reef, Figure 2F) all exhibited large fluctuations in pH conditions (pH changes>0.25). Additionally, at these 6 sites, pH oscillated in semi-diurnal patterns, the most apparent at the estuarine sites. The pH recorded in coral reef ecosystems exhibited a distinct diel pattern characterized by relatively consistent, moderate fluctuations (0.1<pH change<0.25; Figure 2E). At the Palmyra fore reef site, pH maxima occurred in the early evening (~5:00 pm), and pH minima were recorded immediately pre-dawn (~6:30 am). On a fringing reef site in Moorea, French Polynesia, a similar diel pattern was observed, with pH maxima occurring shortly after sunset (~7:30 pm) and pH minima several hours after dawn (~10:00 am). Finally, the greatest transitions in pH over time were observed at locations termed our “Extreme” sites - a CO2 venting site in Italy (site S2 in ref. [36]) and a submarine spring site in Mexico. For these sites, the patterns were extremely variable and lacked a detectable periodicity (Figure 2G). The sites examined in this study do not comprehensively represent pH variability in coastal ecosystems, partly because we focused on surface epipelagic and shallow benthic pH variability. Many organisms that may be impacted by pH variability and ocean acidification reside at intermediate (>10 m) to abyssal depths. Notable regimes missing from Figure 2 include seasonally stratified open ocean locations that exhibit intense spring blooms; the equatorial upwelling zone; other temperate (and highly productive) Eastern Continental Boundary upwelling areas; subsurface oxygen minimum zones and seasonal dead zones; and a wide variety of unique estuarine, salt marsh, and tide pool environments. Spring bloom locations exhibit a marked increase in diel pCO2 variability during the peak bloom with a coincident drawdown similar in magnitude but opposite in sign to the upwelling signals shown in Figure 2 [39]. Equatorial upwelling locations undergo significant stochastic variability, as observed by pCO2 sensors in the TAO array (data viewable at http://www.pmel.noaa.gov/). Intertidal vegetated and tide pool habitats may exhibit major pH fluctuations due to macrophyte or animal respiratory cycles [15], while CO2 production in oxygen minimum zones can reduce pH to a limit of about 7.4 [40]. Due to local temperature differences, variable total alkalinity, and seasonal differences between deployment dates at each site, a comparison of average pH across the datasets would be somewhat misleading. However, some information can be gleaned from an examination of the averages: the overall binned average of all 15 mean values in Table 1 is 8.02±0.1. This pH value is generally in agreement with the global open ocean mean for 2010 of 8.07, a value generated by combining climatology data for temperature, salinity, phosphate, silicate [41]–[43], total alkalinity [44], and pCO2 [45] for the year 2000, corrected to 2010 using the average global rise of 1.5 µatm pCO2 yr−1. Rather than make a point-by-point comparison of the mean pH of each dataset, we focus instead on the differences in observed variability amongst the sites. For this analysis, summary statistics of the comparative datasets were ranked in order to examine the range of variability across all 15 sites (Fig. 3). Discussion Collected by 15 individual SeaFET sensors in seven types of marine habitats, data presented here highlight natural variability in seawater pH. Based on Figure 3, it is evident that regions of the ocean exhibit a continuum of pH variability. At sites in the open ocean (CCE-1), Antarctica, and Kingman reef (a coastal region in the permanently stratified open Pacific Ocean with very low residence times, and thus representative of the surrounding open ocean water), pH was very stable (SD<0.01 pH over 30 days). Elsewhere, pH was highly variable across a range of ecosystems where sensors were deployed. The salient conclusions from this comparative dataset are two-fold: (1) most non-open ocean sites are indeed characterized by natural variation in seawater chemistry that can now be revealed through continuous monitoring by autonomous instrumentation, and (2) in some cases, seawater in these sites reaches extremes in pH, sometimes daily, that are often considered to only occur in open ocean systems well into the future [46]. Admittedly, pH is only part of the story with regard to the biological impacts of OA on marine organisms. However, continuous long-term observations provided by sensors such as the SeaFET are a great first step in elucidating the biophysical link between natural variation and physiological capacity in resident marine organisms. In the end, knowledge of spatial and temporal variation in seawater chemistry is a critical resource for biological research, for aquaculture, and for management efforts. From a biological perspective, the evolutionary history of the resident organisms will greatly influence the adaptation potential of organisms in marine populations. Thus, present-day natural variation will likely shape capacity for adaptation of resident organisms, influencing the resilience of critical marine ecosystems to future anthropogenic acidification. Below we discuss the comparative SeaFET-collected data and, where applicable, the biological consequences of the temporal heterogeneity that we found in each of the marine ecosystems where sensors were deployed. As the most stable area, the open ocean behaves in a predictable way and generally adheres to global models attempting to predict future CO2 conditions based on equilibration of the surface ocean with a given atmospheric pCO2 (e.g. [47]). This can be shown with longer-term pH records obtained with SeaFET sensors, which are available at the CCE-1 mooring (Fig. 4). The ambient pH values for this open ocean location can be predicted to better than ±0.02 from the CO2-corrected climatology mentioned above; pH has dropped by about 0.015 units since 2000. At CCE-1, the annual carbonate cycle followed the sea surface temperature cycle, and pH was driven mostly by changes in the temperature dependence of CO2 system thermodynamics (Figure 4). SeaFET observations at CCE-1 agree with the climatology to +0.017±0.014 pH units, with episodic excursions from the climatology but a general return to the climatological mean. Although the annual cycle in the open ocean is somewhat predictable, it is notable that even at these seemingly stable locations, climatology-based forecasts consistently underestimate natural variability. Our observations confirm an annual mean variability in pH at CCE-1 of nearly 0.1, suggest an inter-annual variability of ~0.02 pH, and capture episodic changes that deviate from the climatology (Figure 4). Similar underestimates of CO2 variability were observed at nine other open ocean locations, where the Takahashi pCO2 climatology overlaps PMEL moorings with pCO2 sensors (not shown). Thus, on both a monthly (Fig. 2) and annual scale (Fig. 4), even the most stable open ocean sites see pH changes many times larger than the annual rate of acidification. This natural variability has prompted the suggestion that “an appropriate null hypothesis may be, until evidence is obtained to the contrary, that major biogeochemical processes in the oceans other than calcification will not be fundamentally different under future higher CO2/lower pH conditions” [24]. Similarly, the sensors deployed on the benthos in the Antarctic (Cindercones and Cape Evans, Figure 2B) recorded relatively stable pH conditions when compared to other sites in the study. Very few data exist for the Southern Ocean; however, open-water areas in this region experience a strong seasonal shift in seawater pH (~0.3–0.5 units) between austral summer and winter [48], [49] due to a decline in photosynthesis during winter and a disequilibrium of air-sea CO2 exchange due to annual surface sea ice and deep water entrainment [50]. Given the timing of deployment of our sensor in McMurdo Sound (austral spring: October–November), the sensor did not capture the change in seawater chemistry that might have occurred in the austral winter [49]. In general, due to sea ice conditions, observations from the Southern Ocean are limited, with water chemistry data falling into two categories: (1) discrete sampling events during oceanographic cruises (e.g. US Joint Global Ocean Flux Study, http://www1.whoi.edu/) and (2) single-point measurements from locations under sea ice [49], [51], [52]. Biologically speaking, the Southern Ocean is a region expected to experience acidification and undersaturated conditions earlier in time than other parts of the ocean [47], and calcifying Antarctic organisms are thought to be quite vulnerable to anthropogenic OA given the already challenging saturation states that are characteristic of cold polar waters [53]–[56]. Short-term CO2 perturbation experiments have shown that Antarctic calcifying marine invertebrates are sensitive to decreased saturation states [51], [57], although the number of species-level studies and community-level studies are very limited. The Western Antarctic Peninsula and the sub-Antarctic islands will experience pronounced increases in temperature [54] and could consequently undergo more variation and/or undersaturation given the increased potential for biological activity. Importantly, depending on the patterns of seasonally-dependent saturation state that will be revealed with improved observations [58], Antarctic organisms may experience more variation than might be expected, a situation that will influence their resilience to future acidification. Three other types of study sites – the coastal upwelling, kelp forest and estuarine/near-shore sites – all exhibited variability due to a combination of mixing, tidal excursions, biological activity, and variable residence time (Fig. 2). Although these sites are all united by fairly obvious heterogeneity in pH, organisms living in these areas encounter unique complexities in seawater chemistry that will influence their physiological response, resilience, and potential for adaptation. Typically, estuarine environments have riverine input that naturally creates very low saturation states [59]–[61]. Seawater chemistry conditions in these areas often shift dramatically, challenging biogenic calcification by resident organisms. Additionally, these species must also tolerate abiotic factors that interact with pH, such as temperature [62]. Two sensors in the Monterey Bay region, L1 (at the mouth of Elkhorn Slough) and L20 (~2 km seaward and north of L1), recorded rapid changes in pH. However, as opposed to riverine input, the low pH fluctuations observed here are likely due to isopycnal shoaling or low CO2 water that is pulsing up to the near shore on internal tides. These locations may also experience high river run-off in the rainy season, but such conditions were not reflected in the time series shown in Fig. 2. Organisms living in upwelling regions may be acclimatized and adapted to extremes in seawater chemistry; here, deep CO2-enriched waters reach the surface and may shoal onto the benthos on the continental shelf [31], [32]. Data collected from our upwelling sites support the patterns found by cruise-based investigations; pH fluctuations were often sharp, and large transitions of up to ~0.35 pH units occurred over the course of days (Fig. 2). Laboratory studies on calcifying marine invertebrates living in upwelling regions suggest that these organisms maintain function under such stochastic conditions. However, overall performance may be reduced, suggesting that these species are indeed threatened by future acidification [17], [18], [63]. For kelp forests, although there is less influence from riverine inputs, pH variation is quite dynamic at these sites in the coastal California region (Fig 2; [18]). Patterns here are likely driven by fluctuations in coastal upwelling, biological activity, currents, internal tides, seasonally shoaling isopleths, as well as the size of the kelp forest, which may influence residence times via reduced flow. Kelps may respond positively to increased availability of CO2 and HCO3−, which may allow for reduced metabolic costs and increased productivity [64]. Increased kelp production may elevate pH within the forest during periods of photosynthesis, causing wider daily fluctuations in pH, though this is speculative at this time. As a result, kelp forests, particularly those of surface canopy forming species such as Macrocystis pyrifera, may contain a greater level of spatial heterogeneity in terms of the pH environment; vertical gradients in pH may form due to enhanced levels of photosynthesis at shallower depths. Such gradients may increase the risk of low pH exposure for benthic species while buffering those found within the surface canopy. Kelp forests provide habitat to a rich diversity of organisms from a wide range of calcifying and non-calcifying taxa [65]. As with organisms from the other coastal locations (estuarine and upwelling), the biota living within kelp forest environments are most likely acclimatized to this degree of natural variation. However, continued declines in oxygenation and shoaling of hypoxic boundaries observed in recent decades in the southern California bight [66], [67] are likely accompanied by a reduction in pH and saturation state. Thus, pH exposure regimes for the coastal California region's kelp forest biota may be changing over relatively short time scales. Over longer temporal scales as pH and carbonate saturation levels decrease, the relative abundances of these species may change, with community shifts favoring non-calcified species, as exemplified by long-term studies in intertidal communities by Wootton et al. [15]. For all the marine habitats described above, one very important consideration is that the extreme range of environmental variability does not necessarily translate to extreme resistance to future OA. Instead, such a range of variation may mean that the organisms resident in tidal, estuarine, and upwelling regions are already operating at the limits of their physiological tolerances (a la the classic tolerance windows of Fox – see [68]). Thus, future acidification, whether it be atmospheric or from other sources, may drive the physiology of these organisms closer to the edges of their tolerance windows. When environmental change is layered upon their present-day range of environmental exposures, they may thereby be pushed to the “guardrails” of their tolerance [20], [68]. In contrast to more stochastic changes in pH that were observed in some sites, our coral reef locations displayed a strikingly consistent pattern of diel fluctuations over the 30-day recording period. Similar short-term pH time series with lower daily resolution [69], [70] have reported regular diel pH fluctuation correlated to changes in total alkalinity and oxygen levels. These environmental patterns of pH suggest that reef organisms may be acclimatized to consistent but moderate changes in the carbonate system. Coral reefs have been at the center of research regarding the effects of OA on marine ecosystems [71]–[73]. Along with the calcification biology of the dominant scleractinian corals and coralline algae, the biodiversity on coral reefs includes many other calcifying species that will likely be affected [74]–[77]. Across the existing datasets in tropical reef ecosystems, the biological response of calcifying species to variation in seawater chemistry is complex (see [78]) –all corals or calcifying algal species will not respond similarly, in part because these calcifying reef-builders are photo-autotrophs (or mixotrophs), with algal symbionts that complicate the physiological response of the animal to changes in seawater chemistry. Finally, the “Extreme” sites in our comparative dataset are of interest in that the low pH levels observed here represent a natural analogue to OA conditions in the future, demonstrating how the abundance and distribution of calcifying benthic organisms, as well as multi-species assemblages, can vary as a function of seawater chemistry [16], [35], [36], [79]. The variability in seawater pH was higher at both the groundwater springs off the coast of Mexico and the natural CO2 vents off the coast of Italy than at any of the other sensor locations. Offshore of Puerto Morelos, Mexico (and at other sites along the Mesoamerican Reef), natural low-saturation (Ω~0.5, pH 6.70–7.30, due to non-ventilated, high CO2, high alkalinity groundwater) submarine springs have been discharging for millennia. Here, variability in pH is due to long-term respiration driving a low ratio of alkalinity to dissolved inorganic carbon in effluent ground water. These sites provide insight into potential long-term responses of coral backreef ecosystems to low saturation conditions [79]. Unlike Puerto Morelos, the variability of pH at volcanic CO2 vents at Ischia, Italy is almost purely abiotically derived, due entirely to CO2 venting and subsequent mixing. This site in the Mediterranean Sea hosts a benthic assemblage that reflects the impacts of OA on rocky reef communities [16], [36]. Overall, the ‘extreme’ systems provide an opportunity to examine how variability in pH and extreme events (sensu [80]) affects ecological processes. Knowledge of this biophysical link is essential for forecasting ecological responses to acidification in ecosystems with sharp fluctuations in pH, such as upwelling or estuarine environments. Despite reductions in species richness, several calcifying organisms are found in low pH conditions close to the vents [16] and the springs [79]. The persistence of calcifying organisms at these extreme sites, where mean pH values are comparable to those that have reduced organism performance in laboratory experiments (i.e., pHT 7.8; reviewed in [16]), suggest that long exposures to such variability in pH, versus a consistently low-pH environment, could play an important role in regulating organism performance. Variability in pH could potentially promote acclimatization or adaptation to acidification through repeated exposure to low pH conditions [24]; alternatively, transient exposures to high pH conditions could buffer the effects of acidification by relieving physiological stress. Thus, the ecological patterns coupled with the high fluctuations in pH at the extreme sites highlight the need to consider carbonate chemistry variability in experiments and models aimed at understanding the impacts of acidification.
Leadership

Data disproves hegemony impacts

Fettweis, 11
Christopher J. Fettweis, Department of Political Science, Tulane University, 9/26/11, Free Riding or Restraint? Examining European Grand Strategy, Comparative Strategy, 30:316–332, EBSCO

It is perhaps worth noting that there is no evidence to support a direct relationship between the relative level of U.S. activism and international stability. In fact, the limited data we do have suggest the opposite may be true. During the 1990s, the United States cut back on its defense spending fairly substantially. By 1998, the United States was spending $100 billion less on defense in real terms than it had in 1990.51 To internationalists, defense hawks and believers in hegemonic stability, this irresponsible “peace dividend” endangered both national and global security. “No serious analyst of American military capabilities,” argued Kristol and Kagan, “doubts that the defense budget has been cut much too far to meet America’s responsibilities to itself and to world peace.”52 On the other hand, if the pacific trends were not based upon U.S. hegemony but a strengthening norm against interstate war, one would not have expected an increase in global instability and violence.

The verdict from the past two decades is fairly plain: The world grew more peaceful while the United States cut its forces. No state seemed to believe that its security was endangered by a less-capable United States military, or at least none took any action that would suggest such a belief. No militaries were enhanced to address power vacuums, no security dilemmas drove insecurity or arms races, and no regional balancing occurred once the stabilizing presence of the U.S. military was diminished. The rest of the world acted as if the threat of international war was not a pressing concern, despite the reduction in U.S. capabilities. Most of all, the United States and its allies were no less safe. The incidence and magnitude of global conflict declined while the United States cut its military spending under President Clinton, and kept declining as the Bush Administration ramped the spending back up. No complex statistical analysis should be necessary to reach the conclusion that the two are unrelated.

Military spending figures by themselves are insufficient to disprove a connection between overall U.S. actions and international stability. Once again, one could presumably argue that spending is not the only or even the best indication of hegemony, and that it is instead U.S. foreign political and security commitments that maintain stability. Since neither was significantly altered during this period, instability should not have been expected. Alternately, advocates of hegemonic stability could believe that relative rather than absolute spending is decisive in bringing peace. Although the United States cut back on its spending during the 1990s, its relative advantage never wavered.

However, even if it is true that either U.S. commitments or relative spending account for global pacific trends, then at the very least stability can evidently be maintained at drastically lower levels of both. In other words, even if one can be allowed to argue in the alternative for a moment and suppose that there is in fact a level of engagement below which the United States cannot drop without increasing international disorder, a rational grand strategist would still recommend cutting back on engagement and spending until that level is determined. Grand strategic decisions are never final; continual adjustments can and must be made as time goes on. Basic logic suggests that the United States ought to spend the minimum amount of its blood and treasure while seeking the maximum return on its investment. And if the current era of stability is as stable as many believe it to be, no increase in conflict would ever occur irrespective of U.S. spending, which would save untold trillions for an increasingly debt-ridden nation.

It is also perhaps worth noting that if opposite trends had unfolded, if other states had reacted to news of cuts in U.S. defense spending with more aggressive or insecure behavior, then internationalists would surely argue that their expectations had been fulfilled. If increases in conflict would have been interpreted as proof of the wisdom of internationalist strategies, then logical consistency demands that the lack thereof should at least pose a problem. As it stands, the only evidence we have regarding the likely systemic reaction to a more restrained United States suggests that the current peaceful trends are unrelated to U.S. military spending. Evidently the rest of the world can operate quite effectively without the presence of a global policeman. Those who think otherwise base their view on faith alone.

No challengers
Kaplan, senior fellow – Center for a New American Security, and Kaplan, frmr. vice chairman – National Intelligence Council, ‘11
(Robert D and Stephen S, “America Primed,” The National Interest, March/April)

But in spite of the seemingly inevitable and rapid diminution of U.S. eminence, to write America’s great-power obituary is beyond premature. The United States remains a highly capable power. Iraq and Afghanistan, as horrendous as they have proved to be—in a broad historical sense—are still relatively minor events that America can easily overcome. The eventual demise of empires like those of Ming China and late-medieval Venice was brought about by far more pivotal blunders.
Think of the Indian Mutiny against the British in 1857 and 1858. Iraq in particular—ever so frequently touted as our turning point on the road to destruction—looks to some extent eerily similar. At the time, orientalists and other pragmatists in the British power structure (who wanted to leave traditional India as it was) lost some sway to evangelical and utilitarian reformers (who wanted to modernize and Christianize India—to make it more like England). But the attempt to bring the fruits of Western civilization to the Asian subcontinent was met with a violent revolt against imperial authority. Delhi, Lucknow and other Indian cities were besieged and captured before being retaken by colonial forces. Yet, the debacle did not signal the end of the British Empire at all, which continued on and even expanded for another century. Instead, it signaled the transition from more of an ad hoc imperium fired by a proselytizing lust to impose its values on others to a calmer and more pragmatic empire built on international trade and technology.1 There is no reason to believe that the fate of America need follow a more doomed course.

Yes, the mistakes made in Iraq and Afghanistan have been the United States’ own, but, though destructive, they are not fatal. If we withdraw sooner rather than later, the cost to American power can be stemmed. Leaving a stable Afghanistan behind of course requires a helpful Pakistan, but with more pressure Washington might increase Islamabad’s cooperation in relatively short order.

In terms of acute threats, Iran is the only state that has exported terrorism and insurgency toward a strategic purpose, yet the country is economically fragile and politically unstable, with behind-the-scenes infighting that would make Washington partisans blanch. Even assuming Iran acquires a few nuclear devices—of uncertain quality with uncertain delivery systems—the long-term outlook for the clerical regime is itself unclear. The administration must only avoid a war with the Islamic Republic.

To be sure, America may be in decline in relative terms compared to some other powers, as well as to many countries of the former third world, but in absolute terms, particularly military ones, the United States can easily be the first among equals for decades hence.

China, India and Russia are the only major Eurasian states prepared to wield military power of consequence on their peripheries. And each, in turn, faces its own obstacles on the road to some degree of dominance.

The Chinese will have a great navy (assuming their economy does not implode) and that will enforce a certain level of bipolarity in the world system. But Beijing will lack the alliance network Washington has, even as China and Russia will always be—because of geography—inherently distrustful of one another. China has much influence, but no credible military allies beyond possibly North Korea, and its authoritarian regime lives in fear of internal disruption if its economic growth rate falters. Furthermore, Chinese naval planners look out from their coastline and see South Korea and a string of islands—Japan, Taiwan and Australia—that are American allies, as are, to a lesser degree, the Philippines, Vietnam and Thailand. To balance a rising China, Washington must only preserve its naval and air assets at their current levels.

India, which has its own internal insurgency, is bedeviled by semifailed states on its borders that critically sap energy and attention from its security establishment, and especially from its land forces; in any case, India has become a de facto ally of the United States whose very rise, in and of itself, helps to balance China.

Russia will be occupied for years regaining influence in its post-Soviet near abroad, particularly in Ukraine, whose feisty independence constitutes a fundamental challenge to the very idea of the Russian state. China checks Russia in Central Asia, as do Turkey, Iran and the West in the Caucasus. This is to say nothing of Russia’s diminishing population and overwhelming reliance on energy exports. Given the problems of these other states, America remains fortunate indeed.

The United States is poised to tread the path of postmutiny Britain. America might not be an empire in the formal sense, but its obligations and constellation of military bases worldwide put it in an imperial-like situation, particularly because its air and naval deployments will continue in a post-Iraq and post-Afghanistan world. No country is in such an enviable position to keep the relative peace in Eurasia as is the United States—especially if it can recover the level of enduring competence in national-security policy last seen during the administration of George H. W. Bush. This is no small point. America has strategic advantages and can enhance its power while extricating itself from war. But this requires leadership—not great and inspiring leadership which comes along rarely even in the healthiest of societies—but plodding competence, occasionally steely nerved and always free of illusion.

Heg doesn’t solve war

Mastanduno, 9 – Professor of Government at Dartmouth

(Michael, World Politics 61, No. 1, Ebsco) 

During the cold war the United States dictated the terms of adjustment. It derived the necessary leverage because it provided for the security of its economic partners and because there were no viable alter natives to an economic order centered on the United States. After the cold war the outcome of adjustment struggles is less certain because the United States is no longer in a position to dictate the terms. The United States, notwithstanding its preponderant power, no longer enjoys the same type of security leverage it once possessed, and the very success of the U.S.-centered world economy has afforded America’s supporters a greater range of international and domestic economic options. The claim that the United States is unipolar is a statement about its cumulative economic, military, and other capabilities.1 But preponderant capabilities across the board do not guarantee effective influence in any given arena. U.S. dominance in the international security arena no longer translates into effective leverage in the international economic arena. And although the United States remains a dominant international economic player in absolute terms, after the cold war it has found itself more vulnerable and constrained than it was during the golden economic era after World War II. It faces rising economic challengers with their own agendas and with greater discretion in international economic policy than America’s cold war allies had enjoyed. The United States may continue to act its own way, but it can no longer count on getting its own way.
Retrenchment sustains leadership and solves conflict
Parent and MacDonald 11 (Joseph M. Parent is Assistant Professor of Political Science at the University of Miami. Paul K. MacDonald is Assistant Professor of Political Science at Wellesley College., November/December 2011, "The Wisdom of Retrenchment: America Must Cut Back to Move Forward, www.ihavenet.com/World-United-States-The-Wisdom-of-Retrenchment-America-Must-Cut-Back-to-Move-Forward-Foreign-Affairs.html)

Even if a policy of retrenchment were possible to implement, would it work? The historical record suggests it would. Since 1870, there have been 18 cases in which a great power slipped in the rankings, as measured by its GDP relative to those of other great powers. Fifteen of those declining powers implemented some form of retrenchment. Far from inviting aggression, this policy resulted in those states' being more likely to avoid militarized disputes and to recover their former rank than the three declining great powers that did not adopt retrenchment: France in the 1880s, Germany in the 1930s, and Japan in the 1990s. Those states never recovered their former positions, unlike almost half of the 15 states that did retrench, including, for example, Russia in the 1880s and the United Kingdom in the first decade of the twentieth century. Retrenchment works in several ways. One is by shifting commitments and resources from peripheral to core interests and preserving investments in the most valuable geographic and functional areas. This can help pare back the number of potential flashpoints with emerging adversaries by decreasing the odds of accidental clashes, as well as reducing the incentives of regional powers to respond confrontationally. Whereas primacy forces a state to defend a vast and brittle perimeter, a policy of retrenchment allows it to respond to significant threats at the times and in the places of its choosing. Conflict does not become entirely elective, as threats to core interests still must be met. But for the United States, retrenchment would reduce the overall burden of defense, as well as the danger of becoming bogged down in a marginal morass. It would also encourage U.S. allies to assume more responsibility for collective security. Such burden sharing would be more equitable for U.S. taxpayers, who today shoulder a disproportionate load in securing the world. Every year, according to Christopher Preble of the Cato Institute, they pay an average of $2,065 each in taxes to cover the cost of national defense, compared with $1,000 for Britons, $430 for Germans, and $340 for Japanese. Despite spending far less on defense, the United States' traditional allies have little trouble protecting their vital interests. No state credibly threatens the territorial integrity of either western European countries or Japan, and U.S. allies do not need independent power- projection capabilities to protect their homelands. NATO's intervention in Libya has been flawed in many respects, but it has demonstrated that European member states are capable of conducting complex military operations with the United States playing a secondary role. Going forward, U.S. retrenchment would compel U.S. allies to improve their existing capabilities and bear the costs of their altruistic impulses. The United States and its allies have basically the same goals: democracy, stability, and trade. But the United States is in the awkward position of both being spread too thin around the globe and irritating many states by its presence on, or near, their soil. Delegating some of its responsibilities to allies would permit the U.S. government to focus more on critical objectives, such as ensuring a stable and prosperous economy. Regional partners, who have a greater stake in and knowledge of local challenges, can take on more responsibility. With increased input from others and a less invasive presence, retrenchment would also allow the United States to restore some luster to its leadership.

No resource wars
Deudney 99 (Daniel, Asst Prof of Poli Sci at Johns Hopkins, Contested Grounds: Security and Conflict in the New Environmental Politics ) 

The hypothesis that states will begin fighting each other as natural resources are depleted and degraded seems intuitively accurate. The popular metaphor of a lifeboat adrift at sea with declining supplies of clean water and rations suggests there will be fewer opportunities for positive-sum gains between actors as resource scarcity grows. Many fears of resource war are derived from the cataclysmic world wars of the first half of the twentieth century. Influenced by geopolitical theories that emphasized the importance of land and resources for great power status, Adolf Hitler fashioned Nazi German war aims to achieve resource autonomy. 40 The aggression of Japan was directly related to resource goals: lacking indigenous fuel and minerals, and faced with a slowly tightening embargo by the Western colonial powers in Asia, the Japanese invaded Southeast Asia for oil, tin, and rubber.41 Although the United States had a richer resource endowment than the Axis powers, fears of shortages and industrial strangulation played a central role in the strategic thinking of American elites about world strategy.42 During the Cold War, the presence of natural resources in the Third World helped turn this vast area into an arena for East-West conflict.43 Given this record, the scenario of conflicts over resources playing a powerful role in shaping international order should be taken seriously. However, there are three strong reasons for concluding that the familiar scenarios of resource war are of diminishing plausibility for the foreseeable future. First, the robust character of the world trade system means that states no longer experience resource dependency as a major threat to their military security and political autonomy. During the 1930s, the collapse of the world trading system drove states to pursue economic autarky, but the resource needs of contemporary states are routinely met without territorial control of the resource source. As Ronnie Lipschutz has argued, this means that resource constraints are much less likely to generate interstate violence than in the past. Second, the prospects for resource wars are diminished by the growing difficulty that states face in obtaining resources through territorial conquest. Although the invention of nuclear explosives has made it easy and cheap to annihilate humans and infrastructure in extensive areas, the spread of conventional weaponry and national consciousness has made it very costly for an invader, even one equipped with advanced technology, to subdue a resisting population, as France discovered in Indochina and Algeria, the United States in Vietnam, and the Soviet Union in Afghanistan. 45 At the lower levels of violence capability that matter most for conquering and subduing territory, the great powers have lost effective military superiority and are unlikely soon to regain it. Third, nonrenewable resources are, contrary to intuitive logic, becoming less economically scarce. There is strong evidence that the world is entering what H. E. Goeller and Alvin M. Weinberg have labeled the "age of substitutability," in which industrial technology is increasingly capable of fashioning ubiquitous and plentiful earth materials such as iron, aluminum, silicon, and hydrocarbons into virtually everything needed by modern societies.46 The most striking manifestation of this trend is that prices for virtually every raw material have been stagnant or falling for the last two decades despite the continued growth in world economic output. In contrast to the expectations widely held during the 1970s that resource scarcity would drive up commodity prices to the benefit of Third World raw material suppliers, prices have fallen.47

Grid

Grid is resilient and sustainable

Clark, MA candidate – Intelligence Studies @ American Military University, senior analyst – Chenega Federal Systems, 4/28/’12
(Paul, “The Risk of Disruption or Destruction of Critical U.S. Infrastructure by an Offensive Cyber Attack,” American Military University)

In 2003, a simple physical breakdown occurred – trees shorted a power line and caused a

fault – that had a cascading effect and caused a power blackout across the Northeast (Lewis

2010). This singular occurrence has been used as evidence that the electrical grid is fragile and

subject to severe disruption through cyber-attack, a disruption that could cost billions of dollars,

brings business to a halt, and could even endanger lives – if compounded by other catastrophic

events (Brennan 2012). A power disruption the size of the 2003 blackout, the worst in American¶ history at that time (Minkel 2008), is a worst case scenario and used as an example of the¶ fragility of the U.S. energy grid. This perceived fragility is not real when viewed in the context¶ of the robustness of the electrical grid.¶ When asked about cyber-attacks against the electrical grid in April of 2012, the¶ intelligence chief of U.S. Cyber Command Rear Admiral Samuel Cox stated that an attack was¶ unlikely to succeed because of the “huge amounts of resiliency built into the [electrical] system¶ that makes that kind of catastrophic thing very difficult” (Capaccio 2012). This optimistic view¶ is supported by an electrical grid that has proven to be robust in the face of large natural¶ catastrophes. Complex systems like the electrical grid in the U.S. are prone to failures and the¶ U.S. grid fails frequently. Despite efforts to reduce the risk out power outages, the risk is always¶ present. Power outages that affect more than 50,000 people have occurred steadily over the last¶ 20 years at a rate of 12% annually and the frequency of large catastrophes remains relatively¶ high and outages the size of the 2003 blackout are predicted to occur every 25 years (Minkel¶ 2008). In a complex system that is always at risk of disruption, the effect is mitigated by policies¶ and procedures that are meant to restore services as quickly as possible. The most visible of these policies is the interstate Emergency Management Assistance Compact, a legally binding¶ agreement allowing combined resources to be quickly deployed in response to a catastrophic¶ disaster such as power outages following a severe hurricane (Kapucu, Augustin and Garayev¶ 2009).¶ The electrical grid suffers service interruptions regularly, it is a large and complex system¶ supporting the largest economy in the world, and yet commerce does not collapse (Lewis 2010).¶ Despite blizzards, earthquakes, fires, and hurricanes that cause blackouts, the economy is¶ affected but does not collapse and even after massive damage like that caused by Hurricane¶ Katrina, national security is not affected because U.S. military capability is not degraded (Lewis¶ 2010).¶ Cyber-security is an ever-increasing concern in an increasingly electronic and¶ interconnected world. Cyber-security is a high priority “economic and national security¶ challenge” (National Security Council n.d.) because cyber-attacks are expected to become the¶ top national security threat (Robert S. Mueller 2012). In response to the threat Congress is¶ crafting legislation to enhance cyber-security (Brito and Watkins 2012) and the Department of¶ Homeland Security budget for cyber-security has been significantly increased (U.S. Senate¶ Committee on Homeland Security and Governmental Affairs 2012).

Grid threats are hype

Sorebo, chief cybersecurity technologist and vice president – SAIC, consultant for the government and industry in cybersecurity and smart grid technology, MA – GW University, JD – Catholic U, 2/8/’10
(Gib, “The Many Shades of Project Grey Goose,” RSA Conference)

As I noted in my previous post about a recent 60 Minutes segment, we often rely on rumor and innuendo as the basis for journalism in critical infrastructure.  If a current or former high-ranking public official says he heard something, then it must be true.  Unfortunately, Project Grey Goose, whose stated objective was “to answer the question of whether there has been any successful hacker attacks against the power grid, both domestically and internationally,” falls victim to much of the same fear, uncertainty, and doubt.  As in all media reports, there are factual bases for findings that exaggerated the true state of the electric grid.  For example, their statement that “90% of the U.S. Department of Defense's (DOD) most critical assets are entirely dependent on the bulk power grid” is presumably taken from a Government Accountability Office (GAO) report noting that 85 percent of critical DoD assets rely on commercial electric power.  However, the “entirely dependent” statement ignores the wide variety of backup generators that support these assets, and while not adequate, are nonetheless a significant contribution to the reliability of critical DoD assets.  So rather than sounding the alarm that military bases, for the most part, do not have their own power plants, a better response would have been to suggest that the military expand the use of backup generators and micro-grid technology to augment commercial power as the GAO report does.  Of course, that would not grab as many headlines. 
Similarly, the Grey Goose Report note that “[m]ost Grid asset owners and operators have been historically resistant to report cyber attacks against their networks as well as make the necessary investments to upgrade and secure their networks.”  While it may be true that incidents are underreported, the implication that the electricity industry is deficient compared to other industrial sectors is misleading or even wrong.  Most companies do not report security incidents unless legally required to or to mitigate the harm to their customers, and even then the evidence of an intrusion and theft of data had better be definitive.  Lost laptops and backup tapes are one thing.  You cannot say they are within your control if they go missing.  However, organizations in general have a horrible record of even detecting when a successful attack has occurred let alone what was taken.  Like many industries, the electricity industry has struggled to pinpoint the source of many disruptions associated with their network infrastructure.  More often than not, the problems were inadvertent and not malicious.  We can certainly do better, and with technologies like Smart Grid, we have to.  However, calling out the electricity industry for failures that we’ve all been subjected to is not very productive.

The other statements made about the vulnerabilities in the electricity sector are misleading.  While North American Electric Reliability Corporation Critical Infrastructure Protection (NERC CIP) still does not apply to many aspects of the electrical grid for a variety of jurisdictional reasons, where it does apply, it is not voluntary, as the many utilities subjected to rigorous and painful audits can attest.  The process may not be perfect, but utilities are being subjected to scrutiny.  Moreover, anyone receiving stimulus grants under the Department of Energy’s Smart Grid grant program has to demonstrate a very rigorous approach to cyber security through the entire implementation life cycle. 

Finally, the report cites a litany of vulnerabilities discovered in various Smart Grid devices such as meters and perpetuates speculation about the potential impact on the grid without considering compensating security controls.  Nowhere does the report cite names of vulnerable vendors nor does it provide any information about whether these vulnerable products have actually been implemented.  It’s like saying that tests on personal computers showed that they were vulnerable to attack without identifying the operating system or the applications running on the device.

Countermeasures solve 

Bailey, science correspondent – Reason Magazine, 1/18/’11
(Ronald, http://reason.com/archives/2011/01/18/cyberwar-is-harder-than-it)

Brown and Sommer observe that the Internet and the physical telecommunications infrastructure were designed to be robust and self-healing, so that failures in one part are routed around. “You have to be cautious when hearing from people engaging in fear-mongering about huge blackouts and collapses of critical infrastructures via the Internet,” says University of Toronto cyberwarfare expert Ronald Deibert in the January/February 2011 issue of the Bulletin of the Atomic Scientists. “There is a lot of redundancy in the networks; it’s not a simple thing to turn off the power grid.” In addition, our experience with current forms of malware is somewhat reassuring. Responses to new malware have generally been found and made available within days and few denial of service attacks have lasted more than a day. In addition, many critical networks such as those carrying financial transactions are not connected to the Internet requiring insider information to make them vulnerable.

Cyberattacks impossible – empirics and defenses solve
Rid 12 (Thomas Rid, reader in war studies at King's College London, is author of "Cyber War Will Not Take Place" and co-author of "Cyber-Weapons.", March/April 2012, “Think Again: Cyberwar”, http://www.foreignpolicy.com/articles/2012/02/27/cyberwar?page=full) 

"Cyberwar Is Already Upon Us." No way. "Cyberwar is coming!" John Arquilla and David Ronfeldt predicted in a celebrated Rand paper back in 1993. Since then, it seems to have arrived -- at least by the account of the U.S. military establishment, which is busy competing over who should get what share of the fight. Cyberspace is "a domain in which the Air Force flies and fights," Air Force Secretary Michael Wynne claimed in 2006. By 2012, William J. Lynn III, the deputy defense secretary at the time, was writing that cyberwar is "just as critical to military operations as land, sea, air, and space." In January, the Defense Department vowed to equip the U.S. armed forces for "conducting a combined arms campaign across all domains -- land, air, maritime, space, and cyberspace." Meanwhile, growing piles of books and articles explore the threats of cyberwarfare, cyberterrorism, and how to survive them. Time for a reality check: Cyberwar is still more hype than hazard. Consider the definition of an act of war: It has to be potentially violent, it has to be purposeful, and it has to be political. The cyberattacks we've seen so far, from Estonia to the Stuxnet virus, simply don't meet these criteria. Take the dubious story of a Soviet pipeline explosion back in 1982, much cited by cyberwar's true believers as the most destructive cyberattack ever. The account goes like this: In June 1982, a Siberian pipeline that the CIA had virtually booby-trapped with a so-called "logic bomb" exploded in a monumental fireball that could be seen from space. The U.S. Air Force estimated the explosion at 3 kilotons, equivalent to a small nuclear device. Targeting a Soviet pipeline linking gas fields in Siberia to European markets, the operation sabotaged the pipeline's control systems with software from a Canadian firm that the CIA had doctored with malicious code. No one died, according to Thomas Reed, a U.S. National Security Council aide at the time who revealed the incident in his 2004 book, At the Abyss; the only harm came to the Soviet economy. But did it really happen? After Reed's account came out, Vasily Pchelintsev, a former KGB head of the Tyumen region, where the alleged explosion supposedly took place, denied the story. There are also no media reports from 1982 that confirm such an explosion, though accidents and pipeline explosions in the Soviet Union were regularly reported in the early 1980s. Something likely did happen, but Reed's book is the only public mention of the incident and his account relied on a single document. Even after the CIA declassified a redacted version of Reed's source, a note on the so-called Farewell Dossier that describes the effort to provide the Soviet Union with defective technology, the agency did not confirm that such an explosion occurred. The available evidence on the Siberian pipeline blast is so thin that it shouldn't be counted as a proven case of a successful cyberattack. Most other commonly cited cases of cyberwar are even less remarkable. Take the attacks on Estonia in April 2007, which came in response to the controversial relocation of a Soviet war memorial, the Bronze Soldier. The well-wired country found itself at the receiving end of a massive distributed denial-of-service attack that emanated from up to 85,000 hijacked computers and lasted three weeks. The attacks reached a peak on May 9, when 58 Estonian websites were attacked at once and the online services of Estonia's largest bank were taken down. "What's the difference between a blockade of harbors or airports of sovereign states and the blockade of government institutions and newspaper websites?" asked Estonian Prime Minister Andrus Ansip. Despite his analogies, the attack was no act of war. It was certainly a nuisance and an emotional strike on the country, but the bank's actual network was not even penetrated; it went down for 90 minutes one day and two hours the next. The attack was not violent, it wasn't purposefully aimed at changing Estonia's behavior, and no political entity took credit for it. The same is true for the vast majority of cyberattacks on record. Indeed, there is no known cyberattack that has caused the loss of human life. No cyberoffense has ever injured a person or damaged a building. And if an act is not at least potentially violent, it's not an act of war. Separating war from physical violence makes it a metaphorical notion; it would mean that there is no way to distinguish between World War II, say, and the "wars" on obesity and cancer. Yet those ailments, unlike past examples of cyber "war," actually do kill people. "A Digital Pearl Harbor Is Only a Matter of Time." Keep waiting. U.S. Defense Secretary Leon Panetta delivered a stark warning last summer: "We could face a cyberattack that could be the equivalent of Pearl Harbor." Such alarmist predictions have been ricocheting inside the Beltway for the past two decades, and some scaremongers have even upped the ante by raising the alarm about a cyber 9/11. In his 2010 book, Cyber War, former White House counterterrorism czar Richard Clarke invokes the specter of nationwide power blackouts, planes falling out of the sky, trains derailing, refineries burning, pipelines exploding, poisonous gas clouds wafting, and satellites spinning out of orbit -- events that would make the 2001 attacks pale in comparison. But the empirical record is less hair-raising, even by the standards of the most drastic example available. Gen. Keith Alexander, head of U.S. Cyber Command (established in 2010 and now boasting a budget of more than $3 billion), shared his worst fears in an April 2011 speech at the University of Rhode Island: "What I'm concerned about are destructive attacks," Alexander said, "those that are coming." He then invoked a remarkable accident at Russia's Sayano-Shushenskaya hydroelectric plant to highlight the kind of damage a cyberattack might be able to cause. Shortly after midnight on Aug. 17, 2009, a 900-ton turbine was ripped out of its seat by a so-called "water hammer," a sudden surge in water pressure that then caused a transformer explosion. The turbine's unusually high vibrations had worn down the bolts that kept its cover in place, and an offline sensor failed to detect the malfunction. Seventy-five people died in the accident, energy prices in Russia rose, and rebuilding the plant is slated to cost $1.3 billion. Tough luck for the Russians, but here's what the head of Cyber Command didn't say: The ill-fated turbine had been malfunctioning for some time, and the plant's management was notoriously poor. On top of that, the key event that ultimately triggered the catastrophe seems to have been a fire at Bratsk power station, about 500 miles away. Because the energy supply from Bratsk dropped, authorities remotely increased the burden on the Sayano-Shushenskaya plant. The sudden spike overwhelmed the turbine, which was two months shy of reaching the end of its 30-year life cycle, sparking the catastrophe. If anything, the Sayano-Shushenskaya incident highlights how difficult a devastating attack would be to mount. The plant's washout was an accident at the end of a complicated and unique chain of events. Anticipating such vulnerabilities in advance is extraordinarily difficult even for insiders; creating comparable coincidences from cyberspace would be a daunting challenge at best for outsiders. If this is the most drastic incident Cyber Command can conjure up, perhaps it's time for everyone to take a deep breath. "Cyberattacks Are Becoming Easier." Just the opposite. U.S. Director of National Intelligence James R. Clapper warned last year that the volume of malicious software on American networks had more than tripled since 2009 and that more than 60,000 pieces of malware are now discovered every day. The United States, he said, is undergoing "a phenomenon known as 'convergence,' which amplifies the opportunity for disruptive cyberattacks, including against physical infrastructures." ("Digital convergence" is a snazzy term for a simple thing: more and more devices able to talk to each other, and formerly separate industries and activities able to work together.) Just because there's more malware, however, doesn't mean that attacks are becoming easier. In fact, potentially damaging or life-threatening cyberattacks should be more difficult to pull off. Why? Sensitive systems generally have built-in redundancy and safety systems, meaning an attacker's likely objective will not be to shut down a system, since merely forcing the shutdown of one control system, say a power plant, could trigger a backup and cause operators to start looking for the bug. To work as an effective weapon, malware would have to influence an active process -- but not bring it to a screeching halt. If the malicious activity extends over a lengthy period, it has to remain stealthy. That's a more difficult trick than hitting the virtual off-button. Take Stuxnet, the worm that sabotaged Iran's nuclear program in 2010. It didn't just crudely shut down the centrifuges at the Natanz nuclear facility; rather, the worm subtly manipulated the system. Stuxnet stealthily infiltrated the plant's networks, then hopped onto the protected control systems, intercepted input values from sensors, recorded these data, and then provided the legitimate controller code with pre-recorded fake input signals, according to researchers who have studied the worm. Its objective was not just to fool operators in a control room, but also to circumvent digital safety and monitoring systems so it could secretly manipulate the actual processes. Building and deploying Stuxnet required extremely detailed intelligence about the systems it was supposed to compromise, and the same will be true for other dangerous cyberweapons. Yes, "convergence," standardization, and sloppy defense of control-systems software could increase the risk of generic attacks, but the same trend has also caused defenses against the most coveted targets to improve steadily and has made reprogramming highly specific installations on legacy systems more complex, not less.

Solvency

Wind’s a net negative for CO2

Zehner, 12

(Green illusions, Visiting Scholar-UC Berkeley, MS-University of Amsterdam-Science & Technology Studies, Google Books)

The presumed carbon benefits of a remote wind farm, if thoughtlessly situated, could be entirely wiped out by the destructive impact of the deforestation surrounding it—a humbling reminder that the technologies we create are only as durable as the contexts we create for them. Wind proponents are keen to proclaim that their turbines don't spew carbon dioxide. This is correct, but it is the answer to the wrong question. We'll consider some more revealing questions soon, but let's begin with a basic one: turbines may not exhaust co2 but what about the total carbon footprint of the mining, building, transporting, installing, clearing, maintaining, and decommissioning activities supporting them? Fossil fuels (including, especially, toxic bunker fuels) supply the power behind these operations. The largest and most efficient turbines rest upon massive carbon-intensive concrete bases, which support the hulking towers and (usually) prevent them from toppling in heavy winds. Any thoughtful consideration of the carbon implications of wind turbines should acknowledge these activities. Nevertheless, carbon footprint calculations can be rather shifty, even silly at times, despite their distinguished columns of numerical support. They hinge on human assumptions and simplifications. They ignore the numerous other harms of energy production, use, and distribution. They say nothing of political, economic, and social contexts. They offer only the most rudimentary place to start. Former UK leader of Parliament David Cameron installed a wind turbine on his London home, winning him positive reviews from econnoisseurs. However symbolically valuable, it was likely a waste of time, money, and energy according to carbon hawks. That's because homes, trees, towers, and other structures in cities choke airflow, which too often leaves the turbines unmotivated to spin. A British study claims that a third of small wind turbine locations in the windy coastal city of Portsmouth will never work off the carbon footprint invested to build and install them. A full two-thirds of Manchester's wind turbines leave their homes with a higher carbon footprint, not a lower one.14

Wind can’t replace fossil fuels

Zehner, 12

(Green illusions, Visiting Scholar-UC Berkeley, MS-University of Amsterdam-Science & Technology Studies, Google Books)

Lifecycle calculations reveal that wind power technologies actually rely heavily on fossil fuels (which is partly why their costs have dramatically increased over the last decade). In practice, this leaves so-called renewable wind power as a mere fossil-fuel hybrid. This spurs some questions. First, if fossil-fuel and raw-material prices pull up turbine costs, to what degree can nations rely on wind power as a hedge against resource scarcity? Moreover, where will the power come from to build the next generation of wind turbines as earlier ones retire from service? Alternative-energy productivists would likely point to the obvious—just use the power from the former generation. But if we will presumably be using all of that output for our appliances, lighting, and driving the kids to school, will there be enough excess capacity left over? Probably not—especially given that the most favorable windy spots, which have been largely exploited, are purportedly satisfying less than i percent of global power demands. We'll likely have to fall back on fossil fuels. Wind is renewable. Turbines are not.

Transmission costs tank solvency

Zehner, 12

(Green illusions, Visiting Scholar-UC Berkeley, MS-University of Amsterdam-Science & Technology Studies, Google Books)

Where the Wind Blows We don't always get wind power when we want it, and we less often get it where we want it. In the United States, the strongest winds are all offshore. The strongest terrestrial gusts blow within a band stretching from the northern edge of Texas up through the Dakotas—right where almost nobody lives. Getting the wind crop to cities will be both technically knotty and expensive.
\

 As the director of North Dakota's Energy and Environmental Resource Center quips, "We produce the crop but we can't get it to the grain elevator."21 Grid developers will also bump into right-of-way challenges since most residents disapprove of power lines as much as they do of wind turbines. The Sierra Club is actively challenging grid expansion through national forests, noting that the coal industry is ready to pounce on green grids.

2NC
AT: Perm

Perm leads to inefficiency

DeHaven, 11

(Budget Policy Analyst-Cato Institute, 3/19, “Federal Gas Taxes and Federalism”, http://www.downsizinggovernment.org/federal-gas-taxes-and-federalism)

Last week I discussed the Obama administration’s decision to redistribute federal high-speed rail money rejected by Florida Gov. Rick Scott. I noted that “Florida taxpayers were spared their state’s share of maintaining the line, but they’re still going to be forced to help foot the bill for passenger-rail projects in other states.” My underlying point was that the states should be allowed to make their own transportation decisions with their own money. Two Michigan state policymakers — both Republican — want to send the same message to Washington. State representatives Paul Opsommer and Tom McMillin have introduced resolutions that call on the federal government to allow the states to keep the federal gasoline taxes that they send to Washington. (Opsommer’s resolution would have to pass both state chambers, whereas McMillin’s resolution would only need to pass in the Michigan House.) Michigan would no longer send its money to Washington so that it can be washed through Congress and the federal bureaucracy and sent back to Michigan (and the other states) with costly federal strings attached. Instead, highway financing and control would be left to the states. As a Cato essay on federal highway funding argues, re-empowering the states is clearly preferable to the current top-down approach: With the devolution of highway financing and control to the states, successful innovations in one state would be copied in other states. And without federal subsidies, state governments would have stronger incentives to ensure that funds were spent efficiently. An additional advantage is that highway financing would be more transparent without the complex federal trust fund. Citizens could better understand how their transportation dollars were being spent. 

Follow-On 2NC

States energy policies cause federal follow-on—empirics 

McKinstry, 4
(Prof-Forestry & Environmental Resources Conservation-Penn State, Laboratories for Local Solutions for Global Problems: State, Local and Private Leadership in Developing Strategies to Mitigate the Causes and Effects of Climate Change, 12 Penn St. Envtl. L. Rev. 15)

Although the United States joined with the rest of the world in signing and ratifying the Framework Convention on Climate Change n1 and in signing the Kyoto Protocol to the Framework Convention, n2 concerns about possible, adverse short-term economic impacts from control of greenhouse gases has stymied further participation by the federal government in global efforts. These concerns have generated pressures that have prevented the United States from ratifying the Kyoto Protocol, participating in the Bonn, Germany in 2001 negotiations, or meeting some of its obligations under the Framework Convention. The federal government's withdrawal from active engagement in the global response to climate change has not, however, eliminated all response to climate change in the United States. It has simply moved the locus of the response from the federal government to state and local governments and the private sector.

State leadership in environmental issues has not been uncommon historically. In a frequently quoted dissent, Justice Brandeis observed  [*16]  that "it is one of the happy incidents of the federal system that a single courageous State may, if its citizens choose, serve as a laboratory; and try novel social and economic experiments without risk to the rest of the country." n3 Results from state "laboratories" have often generated the models for federal legislation governing the United States' national response to environmental problems. For example, California state air regulation provided a model for the Clean Air Act. n4 Regulation of water quality by the interstate Delaware River Basin Commission ("DRBC") n5 provided the model for the system of federal regulation implemented by the Clean Water Act. n6 Pennsylvania's system of surface mining regulation served as the model for the federal Surface Mining Control and Reclamation Act. n7 The hazardous site remediation program established by New Jersey pursuant to the New Jersey Spill Compensation and Control Act n8 was copied by Congress in enacting the federal Comprehensive Environmental Response Compensation and Liability Act. n9

This is offense—feds will model the best parts of the counterplan

Yee, 8

(JD-Notre Dame, “A Period of Consequences": Global Warming Legislation, Cooperative Federalism, and the Fight Between the EPA and the State of California,” 32 Environs Envtl. L. & Pol'y J. 183, Fall)

In addition, the federal government has embraced state action in the field of environmental legislation and policy. When Congress enacts environmental legislation, it often adopts state plans, demonstrating how states effectively serve as laboratories for national legislation. n19 Other states and the federal government can learn from the successes and failures of varying approaches, incorporating the most successful components into new legislation. When the government limits states to only one federal approach, the United States loses the opportunity to learn from different methods and, arguably, will enact less effective legislation.
Follow-on happens even if the counterplan fails

Adler, 8

(Law Prof-Case Western, “Hothouse Flowers: The Vices and Virtues of Climate Federalism,” 17 Temp. Pol. & Civ. Rts. L. Rev. 443, Spring)
Despite the vices of state-level climate policies, state-level experimentation and involvement in climate change could still have significant virtues. Among other things, state initiatives may serve as useful experiments on the efficacy of various climate policy measures and do a better job addressing local preferences and information about sources of climate emissions and the relative costs and benefits of mitigation strategies. In addition, insofar as the threat of climate change calls for greater consideration of adaptation, state and local governments may be particularly well-situated to develop such measures.

The best and most cost-effective way to reduce greenhouse gas emissions is not self-evident. Assuming agreement on how much to reduce emissions from a given sector, there is still a myriad of different ways to implement such controls. Some regulatory designs will entail greater transaction costs while others may facilitate transparency or enforcement. n46 An emission-trading regime may help focus emission reductions on those firms capable of cutting emissions at lowest cost. At the same time, a trading regime may be more costly and time-consuming to implement and enforce. Even if such problems are overcome, questions remain  [*451]  about the ideal manner to allocate emission credits and account for various mitigation measures, such as the creation of carbon sinks. Allowing individual states to act as environmental "laboratories" can produce useful information about the relative cost-effectiveness of various mitigation measures. n47 If states are free to experiment with competing policy designs, other states and the federal government can learn from state policy successes. Several federal environmental statutes are modeled, at least in part, on state programs. n48 Even where such experiments fail, useful information will result. n49 Experience in other contexts has shown that interjurisdictional competition can encourage policy innovation as policymakers seek to meet the economic, environmental, and other demands of their constituents. n50 In this way, state experimentation in the climate context could improve federal climate policies. Some advocates of more aggressive climate policy measures note that the adoption of state environmental measures has often prompted the enactment of federal policies. n51 If a state initiative is particularly successful, it may encourage federal regulation. Even if state measures are not so successful, they may still create incentives for federal action, even if only to preempt state rules with a uniform federal standard. As has occurred in the past, state greenhouse gas regulations could prompt industry support for national standards that would preempt variable state controls. n52
Regzs

States solve

Cruz, 10

(Sr. Fellow-Center for Tenth Amendment Studies, Shield of Federalism: Interstate Compacts in Our Constitution, December, http://www.texaspolicy.com/center/tenth-amendment/reports/shield-federalism-interstate-compacts-our-constitution)

The American Republic is facing one of the greatest challenges of our history. In Washington, Republicans and Democrats alike have indulged the runaway spending and regulatory overreach of a federal government that continues to expand the scope of its powers unabated. The Patient Protection and Affordable Care Act (“ObamaCare”) marks a dramatic new milestone in that expansion. Americans are starting to realize that restoring and protecting self-government requires a return to our founding principles of limited government and local control. As this nationwide movement gathers momentum, Americans are searching for tools to restore the Constitution’s founding principles. Among the most promising is the interstate compact. Its power as a constitutional device to regulate a multitude of regional issues has already been demonstrated: More than 200 interstate compacts are currently in force. And yet, as this paper shows, that power remains largely unexploited. Under our Constitution, interstate compacts that regulate matters within the enumerated powers of the federal government require congressional consent. That consent can be express (an affirmative majority vote in Congress) or even implied by congressional acquiescence. In the case of express congressional consent, historically that has been accomplished through either a bill or a resolution that typically has been presented to the President for his signature into law. Critically, once Congress consents to an interstate compact, the compact carries the force of federal law, trumping all prior federal and state law. Few issues have energized citizens nationally more than the recent federal health care legislation—seen by many as a federal power-grab at the expense of state authority and individual liberty. An interstate health care compact would present a powerful vehicle for the States to confront Obama Care directly. Two insights give force to this Policy Perspective, a legal insight and a political insight. First, legally, the problem confronted by most state efforts against federal health care legislation is that, under the Supremacy Clause, federal law preempts state law. However, with congressional consent, an interstate compact is federal law. Hence, it can supersede all prior federal law—including ObamaCare. Second, politically, if States enter into an interstate compact, it becomes very difficult for their elected congressional representatives to deny them consent. It is one thing to vote in the abstract for federal legislation; it is quite another to tell your home-state constituents that you will not respect their views and expressed desire not to be bound by ObamaCare. More broadly, in the decades ahead, interstate compacts could gain increasing use as a shield against federal overreach. With congressional consent, federalized interstate compacts could shield entire areas of state regulation from the power of the federal government. This paper explores the history and law of interstate compacts, with particular focus on federalized interstate compacts.

Empirically solves on energy policy and requires no federal involvement

Pincus, 9 

(JD Columbia & Articles Editor-Columbia Journal of Law and Social Problems, “When Should Interstate Compacts Require Congressional Consent?”, http://www.columbia.edu/cu/jlsp/pdf/Summer2009/02Pincus.42.4.pdf)

B.THE CONTEMPORARY USES OF INTERSTATE COMPACTS AND PROPOSALS FOR FUTURE COMPACTS

The approximately 200 interstate compacts now in effect cover a broad range of issues, from water allocation and conservation (thirty-seven compacts) to energy and low-level radioactive waste disposal (fifteen compacts). n37 Numerous compacts also address crime control (eighteen compacts), education (thirteen compacts), and child welfare (five compacts). n38 One of the most prominent compacts to have gone into effect in the last decade is the Master Settlement Agreement ("MSA"), under which forty-six states agreed to end their litigation against the four largest tobacco companies in 1998. n39 Shortly after this agreement went into effect, Star Scientific, a tobacco company that did not participate in the agreement, brought an unsuccessful but widely noted suit to have the MSA invalidated as unconstitutional under the Compact  [*520]  Clause since it had never been approved by Congress. n40 The MSA's enactment in 1998 and the subsequent court challenges to it brought interstate compacts back onto the radar of legal scholarship and were at least partially responsible for the conception of new possible roles for the interstate compact. The last few years have seen ambitious efforts to utilize interstate compacts to address particularly tough national issues. In the environmental arena, the Regional Greenhouse Gas Initiative ("RGGI"), which came into effect in September of 2008, n41 originated as a response to federal inaction in the face of rising greenhouse gas levels. n42 The RGGI obliges signatory states to implement a cap and trade arrangement for carbon dioxide emissions from power plants. States will freeze emissions at approximately current levels and reduce them over the following decade while allowing power plants to trade emissions credits among themselves. n43 Currently, ten states have joined the RGGI. n44 It seems likely that, under the current U.S. Steel test, the RGGI would not be found to require congressional approval. n45 The interstate compact that has generated the most publicity over the last few years is the National Popular Vote ("NPV") compact. Originating in suggestions by Robert W. Bennett, n46 as well as by Akhil Reed Amar and Vikram David Amar, n47 this proposal was explicitly presented as an alternative to Constitutional  [*521]  amendment through the process outlined in Article V. n48 The motivating force behind the compact is dissatisfaction with the current method of electing a president, particularly with the way the Electoral College system disincentivizes candidates from collecting votes in states that are either clearly sympathetic or obviously hostile. n49 Because of the impossibility of changing this system through legislation, and because of the significant hurdles involved in enacting a constitutional amendment, the compact presents a feasible way to achieve an otherwise impossible result. The NPV's proponents emphasize that Congressional consent is not required for the compact to be found valid by the courts. n50 If backers of the compact needed to secure its validation in Congress, which they could not accomplish simply by securing support of the legislatures of a handful of populous states, the compact would represent a less attractive way to effect change. As of January 5, 2009, the NPV compact was signed into law in four states, Hawaii, Illinois, New Jersey and Maryland, n51 and had been approved by both houses of the Michigan, Rhode Island and Massachusetts legislatures. n52 Both the RGGI and the NPV compacts exploit the slackness of the U.S. Steel test in order to transform the interstate compact from a device for addressing local issues into an alternative to federal legislation. Both proposals are attractive to their proponents precisely because they are viewed as free from the requirement of congressional assent. Supporters attempt to utilize the interstate compact device in a way that appears pretextual and designed to accomplish goals that they think they would be unable to accomplish by constitutional amendment or by federal legislation. Increased activity in areas where states have not previously formed compacts is likely in the coming years. A recently released handbook published by the American Bar Association,  [*522]  Evolving Use and Changing Role of Interstate Compacts: A Practitioner's Guide, identifies insurance regulation, prescription drug purchasing and election administration as likely topics for future compact formation. n53 While the NPV is the most dramatic recent proposal to utilize the device of the interstate compact to create an extreme change on a national level, future compacts aiming towards the same goal of national action are possible. This is especially true if commentators or courts find that the NPV does not require congressional consent. In view of the possibility of new and currently unidentified uses of interstate compacts on the horizon, the need to reevaluate the current criteria for when such agreements require the consent of Congress is all the more pressing.

AT: State Fiat Bad

The States CP is the topic---jurisdictional questions are key to energy production debates

Kay, 12

(Senior Extension Associate with the Community & Regional Development Institute-Cornell Dept. of Sociology, “Energy Federalism: Who Decides?,” http://devsoc.cals.cornell.edu/cals/devsoc/outreach/cardi/programs/loader.cfm?csModule=security/getfile&PageID=1071714)

Questions about energy production and consumption are acquiring renewed urgency in the 21st Century.  Some go to the heart of our nation’s system of federalism, as an underlying but ever-present friction mounts over the way in which decision making power has been divided between central and more locally distributed political units.  What is at stake?  According to one author, “the choice of regulatory forum often seems to determine the outcome of the controversy. That may explain why Americans have traditionally shed so much metaphorical and genuine blood deciding what are essentially jurisdictional disputes between governmental institutions.”

A number of factors have raised these issues into greater prominence.  Energy specific influences include the depletion of low cost oil, advances in energy extraction technology, and  increased awareness of the link between climate change and energy consumption and production.  Another element is the long standing but increasingly hardened absence of a broad based consensus over energy policy at the federal level, despite calls for such a policy that date back to at least the Nixon administration.  These have been superimposed on shifting political trends in other areas, including the expanding national political divide.  After the crest of federal adoption of new environmental legislation in the 1960’s and 1970’s, powerful and complex cross currents arose.  Mostly “conservative” and anti- (or anti-“big”) government forces mobilized in the devolution, deregulation, privatization, and property rights movements.  

In contrast, “progressive” movements evolved in response to increased globalization (of economic and environmental issues) and personalization (eg. of communications/information technology) by promoting global governance in some arenas and relocalization or local empowerment in others. Several energy examples being played out in New York State, as well as in other states and on the national stage, serve as useful and representative illustrations of the fundamental but insufficiently appreciated tensions raised. The first involves the spread of the controversial hydraulic fracturing technology that is used to extract oil and gas from “unconventional” reserves of shale and other rocks.  The second and third involve the generation and distribution of electricity:  where the authority to site electricity generating stations is vested, and who has the authority to site transmission lines that move electricity from their mostly rural points of extraction or generation to their mostly urban points of consumption. These are but a few among many examples that highlight the extent to which the proliferating threads of debate about energy federalism are being cinched into an increasingly dense tangle.
Turns decision-making—policy decisions lack meaning if they ignore the states’ role

Kay, 12

(Senior Extension Associate with the Community & Regional Development Institute-Cornell Dept. of Sociology, “Energy Federalism: Who Decides?,” http://devsoc.cals.cornell.edu/cals/devsoc/outreach/cardi/programs/loader.cfm?csModule=security/getfile&PageID=1071714)

New Yorkers are “spilling blood” - in the metaphorical sense suggested above - over whether local, state or federal government should control the fate of hydraulic fracturing in NYS. Blood pressures have also risen over who should permit moderately sized electric generating facilities and control the siting of natural gas and electricity transmission corridors. Not infrequently, advocates who argue for or against federal or state or “home rule” in one context reflexively take the opposite position in another. This may make strategic sense in the heat of battle over specific policy decisions about particular energy technologies or fuels or sites. However, a danger exists for partisans and policy makers who fail to lift their line of sight above the battlefield. Unless principled arguments about the benefits and costs of rebalancing federalism are considered, the distribution of power and passion that lead to precedent and victory in one arena may well simply set the stage for defeat in another. Sovocool suggests that “marble cake” federalism is the best suited and most practical approach to energy policy making. Be that as it may, it should be evident that the claimed benefits of each approach he lists are more of a  promise than a guarantee. The point of this paper is not to identify a universally preferred structure of federalism, but to advocate that energy literacy incorporate basic governance principles. This would require all involved to step back from the fray for a harder look at the implications of energy federalism for long term strategic concerns as well as short term tactical arguments.
The judge should be an independent policy analyst.

Their interpretation is incoherent – no one person is the federal government. 

2nc no impact

Their laundry list of vague impacts is academic junk – conflicts can’t just emerge

Fettweis, 11
Christopher J. Fettweis, Department of Political Science, Tulane University, 9/26/11, Free Riding or Restraint? Examining European Grand Strategy, Comparative Strategy, 30:316–332, EBSCO

Assertions that without the combination of U.S. capabilities, presence and commitments instability would return to Europe and the Pacific Rim are usually rendered in rather vague language. If the United States were to decrease its commitments abroad, argued Robert Art, “the world will become a more dangerous place and, sooner or later, that will redound to America’s detriment.”53 From where would this danger arise? Who precisely would do the fighting, and over what issues? Without the United States, would Europe really descend into Hobbesian anarchy? Would the Japanese attack mainland China again, to see if they could fare better this time around? Would the Germans and French have another go at it? In other words, where exactly is hegemony is keeping the peace? With one exception, these questions are rarely addressed.

That exception is in the Pacific Rim. Some analysts fear that a de facto surrender of U.S. hegemony would lead to a rise of Chinese influence. Bradley Thayer worries that Chinese would become “the language of diplomacy, trade and commerce, transportation and navigation, the internet, world sport, and global culture,” and that Beijing would come to “dominate science and technology, in all its forms” to the extent that soon the world would witness a Chinese astronaut who not only travels to the Moon, but “plants the communist flag on Mars, and perhaps other planets in the future.”54 Indeed China is the only other major power that has increased its military spending since the end of the Cold War, even if it still is only about 2 percent of its GDP. Such levels of effort do not suggest a desire to compete with, much less supplant, the United States. The much-ballyhooed, decade-long military buildup has brought Chinese spending up to somewhere between one-tenth and one-fifth of the U.S. level. It is hardly clear that a restrained United States would invite Chinese regional, must less global, political expansion. Fortunately one need not ponder for too long the horrible specter of a red flag on Venus, since on the planet Earth, where war is no longer the dominant form of conflict resolution, the threats posed by even a rising China would not be terribly dire. The dangers contained in the terrestrial security environment are less severe than ever before.

Believers in the pacifying power of hegemony ought to keep in mind a rather basic tenet: When it comes to policymaking, specific threats are more significant than vague, unnamed dangers. Without specific risks, it is just as plausible to interpret U.S. presence as redundant, as overseeing a peace that has already arrived. Strategy should not be based upon vague images emerging from the dark reaches of the neoconservative imagination. 
Overestimating Our Importance

One of the most basic insights of cognitive psychology provides the final reason to doubt the power of hegemonic stability: Rarely are our actions as consequential upon their behavior as we perceive them to be. A great deal of experimental evidence exists to support the notion that people (and therefore states) tend to overrate the degree to which their behavior is responsible for the actions of others. Robert Jervis has argued that two processes account for this overestimation, both of which would seem to be especially relevant in the U.S. case.55 First, believing that we are responsible for their actions gratifies our national ego (which is not small to begin with; the United States is exceptional in its exceptionalism). The hubris of the United States, long appreciated and noted, has only grown with the collapse of the Soviet Union.56 U.S. policymakers famously have comparatively little knowledge of—or interest in—events that occur outside of their own borders. If there is any state vulnerable to the overestimation of its importance due to the fundamental misunderstanding of the motivation of others, it would have to be the United States. Second, policymakers in the United States are far more familiar with our actions than they are with the decision-making processes of our allies. Try as we might, it is not possible to fully understand the threats, challenges, and opportunities that our allies see from their perspective. The European great powers have domestic politics as complex as ours, and they also have competent, capable strategists to chart their way forward. They react to many international forces, of which U.S. behavior is only one. Therefore, for any actor trying to make sense of the action of others, Jervis notes, “in the absence of strong evidence to the contrary, the most obvious and parsimonious explanation is that he was responsible.”57

It is natural, therefore, for U.S. policymakers and strategists to believe that the behavior of our allies (and rivals) is shaped largely by what Washington does. Presumably Americans are at least as susceptible to the overestimation of their ability as any other people, and perhaps more so. At the very least, political psychologists tell us, we are probably not as important to them as we think. The importance of U.S. hegemony in contributing to international stability is therefore almost certainly overrated.
In the end, one can never be sure why our major allies have not gone to, and do not even plan for, war. Like deterrence, the hegemonic stability theory rests on faith; it can only be falsified, never proven. It does not seem likely, however, that hegemony could fully account for twenty years of strategic decisions made in allied capitals if the international system were not already a remarkably peaceful place. Perhaps these states have no intention of fighting one another to begin with, and our commitments are redundant. European great powers may well have chosen strategic restraint because they feel that their security is all but assured, with or without the United States.

Even if heg is good, US wouldn’t deploy – offshore balancing and nukes solve the impact

Adams, Professor U.S. Foreign Policy Program – American University, Distinguished Fellow – Stimson Center, ‘11
(Gordon, “A Leaner and Meaner Defense,” Foreign Affairs, Vol. 90 Iss. 1, January/February) 

Some people point to China as a successor to the Soviet Union and cite it as a reason why preventing and preparing for nuclear or large-scale conventional war should remain priority missions. They highlight the risk of a U.S.-Chinese conflict over Taiwan or the possibility that China will deny the U.S. military access to the western Pacific. Of course, China is a rising power that is making increasingly substantial investments in defense. But it is important not to overreact to this fact. Focusing on China's military capabilities ought not replace a broader strategy. As the United States determines how to engage China and how to protect its interests in Asia generally, it must balance the diplomatic, economic, and financial, as well as the military, elements of its policy. Most defense analysts estimate that China's military investments and capabilities are decades behind those of the United States, and there is very little evidence that China seeks a conventional conflict with the United States. There is substantial evidence that China's economic and financial policy is a more urgent problem for the United States, but one of the best ways for the United States to respond to that is to get its fiscal house in order.

The prospect of a major war with other states is even less plausible. Defense planning scenarios in the 1990s were built around the possibility of two conflicts. The one involving Iraq is now off the table. A conflict with North Korea was the second, but although that country's military is numerically impressive, South Korea's state-of-the-art armed forces can manage that challenge without needing the assistance of U.S. troops. The United States can now limit its contribution to strategic nuclear deterrence, air support, and offshore naval balancing in the region. The prospect of a conventional war with Iran is not credible. Iran's vast size, to say nothing of the probability that the population would be hostile to any U.S. presence there, means that anything more than U.S. air strikes and Special Forces operations targeting Iranian nuclear capabilities is unlikely.

Given the stakes, some hedging for these exceedingly low-probability risks is reasonable. But even a smaller U.S. force and budget than today's would be ample because many of these risks are less likely than ever and the United States' allies now enjoy unprecedented military and strategic advantages. The most vexing missions are those at the heart of the Quadrennial Defense Review: counterinsurgency, nation building, and the building of other countries' security sectors, among others. And these, alongside competition with China, are motivating Gates and other planners at the Pentagon, despite Gates' acknowledgment in this magazine last spring that "the United States is unlikely to repeat a mission on the scale of those in Afghanistan or Iraq anytime soon -- that is, forced regime change followed by nation building under fire." Such planned missions are based on a misguided premise: that the U.S. campaigns in Afghanistan and Iraq foreshadow the need for a large U.S. military force to increasingly intervene in failing states teeming with insurgents and terrorists. But Gates' effort to nonetheless tailor U.S. military capabilities to such tasks suggests that there is still significant support for them in the Pentagon. According to General George Casey, the army chief of staff, for example, the United States is in an "era of persistent conflict." Yet the United States is very unlikely to embark on another regime-change and nation-building mission in the next decade -- nor should it. Indeed, in the wake of its operations in Afghanistan and Iraq, the demand for the United States to act as global policeman will decline.

Pakistan is often cited as a state that might require such an intervention. Clearly, it is the case that Gates had in mind when he worried about "a nuclear-armed state [that] could collapse into chaos and criminality." But even if Pakistan collapsed, the U.S. government would probably not send in massive forces for fear of facing widespread popular opposition and an armed resistance in the more remote parts of the country. More likely, the U.S. government would resort to air power and Special Forces in order to secure Pakistan's nuclear arsenal. After the invasions of Afghanistan and Iraq, it is clear that U.S. forces are not suited to lengthy occupations, especially when they involve a stabilization mission, governance reform, and economic development.
No plausible scenario

Goldstein, professor emeritus of IR – American University, ‘11
(Joshua S, “WORLD PEACE COULD BE CLOSER THAN YOU THINK,” Foreign Policy, Iss. 188, Sept/Oct)

Nor do shifts in the global balance of power doom us to a future of perpetual war. While some political scientists argue that an increasingly multipolar world is an increasingly volatile one - that peace is best assured by the predominance of a single hegemonic power, namely the United States - recent geopolitical history suggests otherwise. Relative U.S. power and worldwide conflict have waned in tandem over the past decade. The exceptions to the trend, Iraq and Afghanistan, have been lopsided wars waged by the hegemon, not challenges by up-and-coming new powers. The best precedent for today's emerging world order may be the 19th-century Concert of Europe, a collaboration of great powers that largely maintained the peace for a century until its breakdown and the bloodbath of World War I.

What about China, the most ballyhooed rising military threat of the current era? Beijing is indeed modernizing its armed forces, racking up double-digit rates of growth in military spending, now about $100 billion a year. That is second only to the United States, but it is a distant second: The Pentagon spends nearly $700 billion. Not only is China a very long way from being able to go toe-to-toe with the United States; it's not clear why it would want to. A military conflict (particularly with its biggest customer and debtor) would impede China's global trading posture and endanger its prosperity. Since Chairman Mao's death, China has been hands down the most peaceful great power of its time. For all the recent concern about a newly assertive Chinese navy in disputed international waters, China's military hasn't fired a single shot in battle in 25 years.
Other factors determine conflict

Ikenberry, 9 - Prof. Int’l Affairs @ Princeton (G. John et al, World Politics, Vol. 61, No. 1, p. Muse) 

Two major theoretical traditions deal with causes of war in ways that may relate to system structure: neorealism and power transition theory. Applying these in the context of unipolarity yields the general proposition that military conflicts involving the unipole and other major powers (that is, great power wars) are less likely in unipolar systems than in either bipolar or multipolar systems. According to neorealist theory, bipolarity is less war prone than multipolarity because each superpower knows that only the other can threaten it, realizes that it cannot pass the buck to third parties, and recognizes it can balance accretions to the other’s capabilities by internal rather than external means. Bipolarity blocks or at least complicates three common paths to war in neorealism: uncertainty, free riding, and fear of allied defection. The first and second operated during the 1930s and the third operated prior to World War I. By the same logic, unipolarity is even less war prone: none of these causal mechanisms is relevant to a unipole’s interactions with other great powers. Power transition and hegemonic theories predict that major war involving the leading state and a challenger becomes more likely as their relative capabilities approach parity.39 Under unipolarity, parity is beyond the reach of a would-be challenger, so this mechanism does not operate. In any event, many scholars question whether these traditional theories of war remain relevant in a world in which the declining benefits of conquest, nuclear deterrence among most major powers, the spread of democracy, and changing collective norms and ideas reduce the probability of major war among great powers to a historically low level.40 The absence of major conflicts among the great powers may thus be overdetermined or have little to do with unipolarity.
Data proves

Geller 99—Geller and Singer, 99 – *Chair of the Department of Political Science @ Wayne State University (Daniel S and Joel David, Nations at war: a scientific study of international conflict, p. 116-117) 

Hopf (1991) and Levy (1984) examine the frequency, magnitude and severity of wars using polarity (Hopf) and “system size” (Levy) as predictors. Hopf’s database includes warfare in the European subsystems for the restricted temporal period of 1495–1559. The system is classified as multipolar for the years 1495–1520 and as bipolar for the years 1521–1559. Hopf reports that the amount of warfare during those two periods was essentially equivalent. He concludes that polarity has little relationship to patterns of war for the historical period under examination. Levy (1984) explores a possible linear association between the number of great powers (system size) and war for the extended temporal span of 1495 – 1974. His findings coincide with those of Hopf; he reports that the frequency, magnitude and severity of war in the international system is unrelated to the number of major powers in the system. 

No incentive for conflict
Preble, 10 (8/3/10 Christopher Preble, director of foreign policy studies at the Cato Institute, taught history at St. Cloud State University and Temple University, was a commissioned officer in the U.S. Navy, Ph.D. in history from Temple University. “U.S. Military Power: Preeminence for What Purpose?” 8/3/10) http://www.cato-at-liberty.org/u-s-military-power-preeminence-for-what-purpose/ 
Most in Washington still embraces the notion that America is, and forever will be, the world’s indispensable nation. Some scholars, however, questioned the logic of hegemonic stability theory from the very beginning. A number continue to do so today. They advance arguments diametrically at odds with the primacist consensus. Trade routes need not be policed by a single dominant power; the international economy is complex and resilient. Supply disruptions are likely to be temporary, and the costs of mitigating their effects should be borne by those who stand to lose — or gain — the most. Islamic extremists are scary, but hardly comparable to the threat posed by a globe-straddling Soviet Union armed with thousands of nuclear weapons. It is frankly absurd that we spend more today to fight Osama bin Laden and his tiny band of murderous thugs than we spent to face down Joseph Stalin and Chairman Mao. Many factors have contributed to the dramatic decline in the number of wars between nation-states; it is unrealistic to expect that a new spasm of global conflict would erupt if the United States were to modestly refocus its efforts, draw down its military power, and call on other countries to play a larger role in their own defense, and in the security of their respective regions.

2nc no challengers

No challengers
Zenko and Cohen 12 (Micah Zenko, Fellow in the Center for Preventive Action at the Council on Foreign Relations, and MIchael Cohen, Senior Fellow at the American Security Project, serves on the board of the National Security Network and has taught at Columbia University’s School of International and Public Affairs, served in the U.S. Department of State, former Senior Vice President at the strategic communications firm of Robinson, Lerer and Montgomery, bachelor’s degree in international relations from American University and a master’s degree from Columbia University, 3/14/2012, "Clear and Present Safety", yaleglobal.yale.edu/content/clear-and-present-safety)
Within the foreign policy elite, there exists a pervasive belief that the post–Cold War world is a treacherous place, full of great uncertainty and grave risks. A 2009 survey conducted by the Pew Research Center for the People and the Press found that 69 percent of members of the Council on Foreign Relations believed that for the United States at that moment, the world was either as dangerous as or more dangerous than it was during the Cold War. Similarly, in 2008, the Center for American Progress surveyed more than 100 foreign policy experts and found that 70 percent of them believed that the world was becoming more dangerous. Perhaps more than any other idea, this belief shapes debates on U.S. foreign policy and frames the public’s understanding of international affairs. There is just one problem. It is simply wrong. The world that the United States inhabits today is a remarkably safe and secure place. It is a world with fewer violent conflicts and greater political freedom than at virtually any other point in human history. All over the world, people enjoy longer life expectancy and greater economic opportunity than ever before. The United States faces no plausible existential threats, no great-power rival, and no near-term competition for the role of global hegemon. The U.S. military is the world’s most powerful, and even in the middle of a sustained downturn, the U.S. economy remains among one of the world’s most vibrant and adaptive. Although the United States faces a host of international challenges, they pose little risk to the overwhelming majority of American citizens and can be managed with existing diplomatic, economic, and, to a much lesser extent, military tools. This reality is barely reflected in U.S. national security strategy or in American foreign policy debates. President Barack Obama’s most recent National Security Strategy aspires to “a world in which America is stronger, more secure, and is able to overcome our challenges while appealing to the aspirations of people around the world.” Yet that is basically the world that exists today. The United States is the world’s most powerful nation, unchallenged and secure. But the country’s political and policy elite seems unwilling to recognize this fact, much less integrate it into foreign policy and national security decision-making.
Alliances ensure hegemony

Kaplan, senior fellow – Center for a New American Security, and Kaplan, frmr. vice chairman – National Intelligence Council, ‘11
(Robert D and Stephen S, “America Primed,” The National Interest, March/April)

AMERICA’S MACROSTRATEGIC environment is chockablock with assets unavailable to any other country. If nothing else, the United States has an often-overlooked and oft-neglected bulwark of allies: the Anglosphere. This is Washington’s inner circle of defense ties, and it finds no equivalent in its competitor nations’ strategic arsenals. The Anglosphere is perennially—and incorrectly—declared dead or in decline by the media and politicians. Nevertheless, Great Britain, Canada, Australia and the United States remain extremely close in their military and intelligence relations and exchange vast volumes of sensitive information daily, as they have for decades. On terrorism, virtually anything and everything is shared. The National Security Agency and Britain’s Government Communications Headquarters have been nearly inextricable since World War II. The same is largely true of the CIA and Britain’s Secret Intelligence Service. The various English-speaking nations, in practical terms, even assign individual parts of the world to each other, and each worries about the others’ security equities.

The linguistic and other cultural links between the United States and these other English-speaking countries are so deep that the sharing of sensitive information 24-7 is practically an afterthought, even as the media and politicians highlight the narcissism of comparatively small differences. Of course, the values and national purposes of the individual countries are unique, owing to different geographies and historical experiences; yet that is something America can quietly manage. Given how close the United States is to the Anglosphere in most ways, when these allies resist what America is attempting to do, that should constitute a warning that perhaps the policy coming out of Washington is either outright wrong or needs adjustment. (Canada’s balking in the face of U.S. bullying to hop on board the Iraq War train is an obvious case in point.) The Anglosphere, in addition to everything else it provides, is a reality check that can facilitate American policy making.

With a combined population of 420 million, with strategic locations off the continent of Europe (Great Britain), near the intersection of the Indian Ocean and western Pacific sea-lanes (Australia), and in the Arctic and adjacent to Greenland’s oil and gas (Canada), the Anglosphere, if not abused or ignored, will be a substantial hard-power asset for the United States deep into the twenty-first century. China and Russia enjoy nothing comparable.
Latent power solves overstretch

Wohlforth 7 (William, Olin Fellow in International Security Studies at Yale University, Unipolar Stability: The Rules of Power Analysis, A Tilted Balance, Vol. 29 (1) - Spring 2007, http://hir.harvard.edu/index.php?page=article&id=1611)

US military forces are stretched thin, its budget and trade deficits are high, and the country continues to finance its profligate ways by borrowing from abroad—notably from the Chinese government. These developments have prompted many analysts to warn that the United States suffers from “imperial overstretch.” And if US power is overstretched now, the argument goes, unipolarity can hardly be sustainable for long. The problem with this argument is that it fails to distinguish between actual and latent power. One must be careful to take into account both the level of resources that can be mobilized and the degree to which a government actually tries to mobilize them. And how much a government asks of its public is partly a function of the severity of the challenges that it faces. Indeed, one can never know for sure what a state is capable of until it has been seriously challenged. Yale historian Paul Kennedy coined the term “imperial overstretch” to describe the situation in which a state’s actual and latent capabilities cannot possibly match its foreign policy commitments. This situation should be contrasted with what might be termed “self-inflicted overstretch”—a situation in which a state lacks the sufficient resources to meet its current foreign policy commitments in the short term, but has untapped latent power and readily available policy choices that it can use to draw on this power. This is arguably the situation that the United States is in today.  But the US government has not attempted to extract more resources from its population to meet its foreign policy commitments. Instead, it has moved strongly in the opposite direction by slashing personal and corporate tax rates. Although it is fighting wars in Afghanistan and Iraq and claims to be fighting a global “war” on terrorism, the United States is not acting like a country under intense international pressure. Aside from the volunteer servicemen and women and their families, US citizens have not been asked to make sacrifices for the sake of national prosperity and security. The country could clearly devote a greater proportion of its economy to military spending: today it spends only about 4 percent of its GDP on the military, as compared to 7 to 14 percent during the peak years of the Cold War. It could also spend its military budget more efficiently, shifting resources from expensive weapons systems to boots on the ground. Even more radically, it could reinstitute military conscription, shifting resources from pay and benefits to training and equipping more soldiers. On the economic front, it could raise taxes in a number of ways, notably on fossil fuels, to put its fiscal house back in order. No one knows for sure what would happen if a US president undertook such drastic measures, but there is nothing in economics, political science, or history to suggest that such policies would be any less likely to succeed than China is to continue to grow rapidly for decades. Most of those who study US politics would argue that the likelihood and potential success of such power-generating policies depends on public support, which is a function of the public’s perception of a threat. And as unnerving as terrorism is, there is nothing like the threat of another hostile power rising up in opposition to the United States for mobilizing public support.  With latent power in the picture, it becomes clear that unipolarity might have more built-in self-reinforcing mechanisms than many analysts realize. It is often noted that the rise of a peer competitor to the United States might be thwarted by the counterbalancing actions of neighboring powers. For example, China’s rise might push India and Japan closer to the United States—indeed, this has already happened to some extent. There is also the strong possibility that a peer rival that comes to be seen as a threat would create strong incentives for the United States to end its self-inflicted overstretch and tap potentially large wellsprings of latent power. 
2nc doesn’t solve war

Empirics prove heg is useless

Mearsheimer, professor of political science – University of Chicago, 12/16/’10
(John, http://nationalinterest.org/print/article/imperial-by-design-4576)

U.S. grand strategy has followed this basic prescription for the past twenty years, mainly because most policy makers inside the Beltway have agreed with the thrust of Fukuyama’s and Krauthammer’s early analyses.

The results, however, have been disastrous. The United States has been at war for a startling two out of every three years since 1989, and there is no end in sight. As anyone with a rudimentary knowledge of world events knows, countries that continuously fight wars invariably build powerful national-security bureaucracies that undermine civil liberties and make it difficult to hold leaders accountable for their behavior; and they invariably end up adopting ruthless policies normally associated with brutal dictators. The Founding Fathers understood this problem, as is clear from James Madison’s observation that “no nation can preserve its freedom in the midst of continual warfare.” Washington’s pursuit of policies like assassination, rendition and torture over the past decade, not to mention the weakening of the rule of law at home, shows that their fears were justified.

To make matters worse, the United States is now engaged in protracted wars in Afghanistan and Iraq that have so far cost well over a trillion dollars and resulted in around forty-seven thousand American casualties. The pain and suffering inflicted on Iraq has been enormous. Since the war began in March 2003, more than one hundred thousand Iraqi civilians have been killed, roughly 2 million Iraqis have left the country and 1.7 million more have been internally displaced. Moreover, the American military is not going to win either one of these conflicts, despite all the phony talk about how the “surge” has worked in Iraq and how a similar strategy can produce another miracle in Afghanistan. We may well be stuck in both quagmires for years to come, in fruitless pursuit of victory.

The United States has also been unable to solve three other major foreign-policy problems. Washington has worked overtime—with no success—to shut down Iran’s uranium-enrichment capability for fear that it might lead to Tehran acquiring nuclear weapons. And the United States, unable to prevent North Korea from acquiring nuclear weapons in the first place, now seems incapable of compelling Pyongyang to give them up. Finally, every post–Cold War administration has tried and failed to settle the Israeli-Palestinian conflict`; all indicators are that this problem will deteriorate further as the West Bank and Gaza are incorporated into a Greater Israel.

The unpleasant truth is that the United States is in a world of trouble today on the foreign-policy front, and this state of affairs is only likely to get worse in the next few years, as Afghanistan and Iraq unravel and the blame game escalates to poisonous levels. Thus, it is hardly surprising that a recent Chicago Council on Global Affairs survey found that “looking forward 50 years, only 33 percent of Americans think the United States will continue to be the world’s leading power.” Clearly, the heady days of the early 1990s have given way to a pronounced pessimism.

Resource wars

Lack of resources doesn’t cause war – six factors of modern international politics check

Deudney 99 (Daniel, Asst Prof of Poli Sci at Johns Hopkins, Contested Grounds: Security and Conflict in the New Environmental Politics ) 

Another major limitation of most studies on environmental conflict is that they rarely consider the character of the overall international system in assessing the prospects for conflict and violence. Of course, it is impossible to analyze everything at once, but conclusions about conflictual outcomes are premature until the main features of the world political system are factored in. The frequency with which environmental scarcity and conflict will produce violent conflict, particularly interstate wars, is profoundly shaped by six features of contemporary world politics: (1) the prevalance of capitalism and the extent of international trade; (2) the existence of numerous functional international organizations, nongovernmental organizations and epistemic communities; (3) highly developed state-system institutions; and (4) the existence of nuclear weapons; (5) the widespread diffusion of conventional weaponry; and (6) the influence of a hegemonic coalition of liberal constitutional democracies. These deeply rooted material and institutional features of the contemporary world order greatly reduce the likelihood that environmental scarcities and change will lead to interstate violence (see figure 8.1).

Resource scarcity leads to cooperation, not war – empirically proven

Dalby 6 (Simon, Dept. Of Geography, Carleton University, "Security and environment linkages revisited" in Globalisation and Environmental Challenges: Reconceptualising Security in the 21st Century, www.ntu.edu.sg/idss/publications/SSIS/SSIS001.pdf) 

In parallel with the focus on human security as a necessity in the face of both natural and artificial forms of vulnerability, recent literature has emphasised the opportunities that environmental management presents for political cooperation between states and other political actors, on both largescale infrastructure projects as well as more traditional matters of wildlife and new concerns with biodiversity preservation (Matthew/Halle/Switzer 2002). Simultaneously, the discussion on water wars, and in particular the key finding the shared resources frequently stimulate cooperation rather than conflict, shifted focus from conflict to the possibilities of environmental action as a mode of peacemaking. Both at the international level in terms of environmental diplomacy and institution building, there is considerable evidence of cooperative action on the part of many states (Conca/Dabelko 2002). Case studies from many parts of the world suggest that cooperation and diplomatic arrangements can facilitate peaceful responses to the environmental difficulties in contrast to the pessimism of the 1990’s where the focus was on the potential for conflicts. One recent example of the attempts to resolve difficulties in the case of Lake Victoria suggests a dramatic alternative to the resource war scenarios. The need to curtail over-fishing in the lake and the importance of remediation has encouraged cooperation; scarcities leading to conflict arguments have not been common in the region, and they have not influenced policy prescriptions (Canter/Ndegwa 2002). Many conflicts over the allocations of water use rights continue around the world but most of them are within states and international disputes simply do not have a history of leading to wars.  
2nc grid stable

Prefer our evidence—grid is actively improving
Koerth-Baker, science editor – Boing Boing, columnist – NYT Magazine, electric grid expert, 8/3/’12

(Maggie, “Blackout: What's wrong with the American grid,” http://boingboing.net/2012/08/03/blackout-whats-wrong-with-t.html)

But this is about more than mere bad luck. The real causes of the 2003 blackout were fixable problems, and the good news is that, since then, we’ve made great strides in fixing them. The bad news, say some grid experts, is that we’re still not doing a great job of preparing our electric infrastructure for the future.¶ Let’s get one thing out of the way right up front: The North American electric grid is not one bad day away from the kind of catastrophic failures we saw in India this week. I’ve heard a lot of people speculating on this, but the folks who know the grid say that, while such a huge blackout is theoretically possible, it is also extremely unlikely. As Clark Gellings, a fellow at the Electric Power Research Institute put it, “An engineer will never say never,” but you should definitely not assume anything resembling an imminent threat at that scale. Remember, the blackouts this week cut power to half of all Indian electricity customers. Even the 2003 blackout—the largest blackout in North America ever—only affected about 15% of Americans.¶ We don’t know yet what, exactly, caused the Indian blackouts, but there are several key differences between their grid and our grid. India’s electricity is only weakly tied to the people who use it, Gellings told me. Most of the power plants are in the far north. Most of the population is in the far south. The power lines linking the two are neither robust nor numerous. That’s not a problem we have in North America.¶ Likewise, India has considerably more demand for electricity than it has supply. Even on a good day, there’s not enough electricity for all the people who want it, said Jeff Dagle, an engineer with the Pacific Northwest National Laboratory’s Advanced Power and Energy Systems research group. “They’re pushing their system much harder, to its limits,” he said. “If they have a problem, there’s less cushion to absorb it. Our system has rules that prevent us from dipping into our electric reserves on a day-to-day basis. So we have reserve power for emergencies.”

New tech means their 2003 example no longer applies

Koerth-Baker, science editor – Boing Boing, columnist – NYT Magazine, electric grid expert, 8/3/’12

(Maggie, “Blackout: What's wrong with the American grid,” http://boingboing.net/2012/08/03/blackout-whats-wrong-with-t.html)

In 2003, it took about 30 seconds for data about what was happening on the grid to be gathered, compiled, analyzed, and displayed in a way that grid controllers could use. That sounds pretty fast, until you consider the fact that changes on the grid happen much, much faster***. If a power plant goes offline in Arizona, it can create a measurable effect in Canada in about a second. If your view of the grid is updated only every 30 seconds, you miss important details. After the 2003 blackout, grid experts went back and essentially replayed the whole thing in a computer modeling program. The idea was to try to get a better idea of where things went wrong and how a similar event could be prevented in the future. They found that, about an hour before the blackout, the grid was showing signs of stress that controllers didn’t see at the time, said Carl Imhoff, manager of the Energy and Environment Sector at PNNL. It wasn’t the controllers’ fault. They simply didn’t have the technology to see the big picture.¶ Fixing the Grid¶ Today, that technology exists. Phasor Measurement Units are kind of the opposite of sexy. Also known as PMUs, they’re just anonymous little boxes that sit on server racks in electrical substations. But phasors are linked into transmission lines. They see what’s happening on the line—how well supply and demand are balanced, whether voltage and frequency are stable and within the normal range. That’s just one point of data, recorded in one place. But a network of phasors can tell you a lot. It can show you, for instance, if the stability of the grid is changing as electricity moves from Cleveland to Columbus. And the phasors process that information far more quickly. Today, our grid can give controllers information about the big picture in less than 10 seconds. Researchers like Massoud Amin are working on getting that response time down to fewer than 3 seconds.¶ If we’d had a phasor network in 2003, grid controllers would have had that hour warning about the problem. There’s a good chance they’d have been able to fix it, or, at least, make the resulting blackout smaller and more localized.¶ When it comes to PMUs, 2003 was really a wake-up call. It led utilities and the government to team up to install a true phasor network throughout the United States. That effort is currently ongoing. In 2009 there were maybe 200 phasors in operation. By the end of 2013, there will be more than 1000 installed throughout this country. Over the last five years a partnership between federal Recovery Act funds and private industry dollars has invested $7.8 billion in upgrading the grid, Massoud Amin said.
2nc infeasible

We don’t have to prove that a cyber attack is impossible, just that high costs will cause enemies to seek alternatives

Rid, reader in war studies – King's College London, and McBurney, professor – Agents and Intelligent Systems Group – Department of Informatics @ King's College, ‘12
(Thomas and Peter, “Cyber-Weapons,” The RUSI Journal Volume 157, Issue 1, p. 6-13)

A thorough conceptual analysis and a detailed examination of the empirical record corroborates our hypothesis: developing and deploying potentially destructive cyber-weapons against hardened targets will require significant resources, hard-to-get and highly specific target intelligence, and time to prepare, launch and execute an attack. Attacking secured targets would probably require the resources or the support of a state actor; terrorists are unlikely culprits of an equally unlikely cyber-9/11. The scant empirical record also suggests that the greatest benefit of cyber-weapons may be using them in conjunction with conventional or covert military strikes, as Israel did when it blinded the Syrian air defence in 2007. This leads to a second conclusion: the cost-benefit payoff of weaponised instruments of cyber-conflict may be far more questionable than generally assumed: target configurations are likely to be so specific that a powerful cyber-weapon may only be capable of hitting and acting on one single target, or very few targets at best. The equivalent would be a HARM missile that can only destroy one unique emitter, not a set of targets emitting at the same frequency. But in contrast to the missile – where only the seeker needs to be specifically reprogrammed and the general aviation and propulsion systems remain functional – the majority of modular components of a potent cyber-weapon, generic and specific, would have a rather short shelf-life after discovery.

Two findings contravene the debate's received wisdom. One insight concerns the dominance of the offence. Most weapons may be used defensively and offensively. But the information age, the argument goes since at least 1996, has ‘offence-dominant attributes’.37 A 2011 Pentagon report on cyberspace again stressed ‘the advantage currently enjoyed by the offense in cyberwarfare’.38 But when it comes to cyber-weapons, the offence has higher costs, a shorter shelf-life than the defence, and a very limited target set.39 All this drastically reduces the coercive utility of cyber-attacks. Any threat relies on the offender's credibility to attack, or to repeat a successful attack. Even if a potent cyber-weapon could be launched successfully once, it would be highly questionable if an attack, or even a salvo, could be repeated in order to achieve a political goal. At closer inspection cyber-weapons do not seem to favour the offence.

A second insight concerns the risk of electronic arms markets. One concern is that sophisticated malicious actors could resort to asymmetric methods, such as employing the services of criminal groups, rousing patriotic hackers, and potentially redeploying generic elements of known attack tools. Worse, more complex malware is likely to be structured in a modular fashion. Modular design could open up new business models for malware developers. In the car industry, for instance,40 modularity translates into a possibility of a more sophisticated division of labour. Competitors can work simultaneously on different parts of a more complex system. Modules could be sold on underground markets. But if our analysis is correct, potential arms markets pose a more limited risk: the highly specific target information and programming design needed for potent weapons is unlikely to be traded generically. To go back to our imperfect analogy: paintball pistols will continue to be commercially available, but probably not pre-programmed warheads of smart missiles.

They’re biased and engage in constant risk inflation

Brito, director – Technology Policy Program and senior research fellow – Mercatus Center @ George Mason University, and Watkins, research associate – Technology Policy Program and State and Local Policy Project @ GMU, 2/14/’12
(Jerry and Tate, “Wired Opinion: Cyberwar Is the New Yellowcake,” Wired Magazine)

Yet evidence to sustain such dire warnings is conspicuously absent. In many respects, rhetoric about cyber catastrophe resembles threat inflation we saw in the run-up to the Iraq War. And while Congress’ passing of comprehensive cybersecurity legislation wouldn’t lead to war, it could saddle us with an expensive and overreaching cyber-industrial complex. In 2002 the Bush administration sought to make the case that Iraq threatened its neighbors and the United States with weapons of mass destruction (WMD). By framing the issue in terms of WMD, the administration conflated the threats of nuclear, biological, and chemical weapons. The destructive power of biological and chemical weapons—while no doubt horrific—is minor compared to that of nuclear detonation. Conflating these threats, however, allowed the administration to link the unlikely but serious threat of a nuclear attack to the more likely but less serious threat posed by biological and chemical weapons. Similarly, proponents of regulation often conflate cyber threats. In his 2010 bestseller Cyber War, Richard Clarke warns that a cyberattack today could result in the collapse of the government’s classified and unclassified networks, the release of “lethal clouds of chlorine gas” from chemical plants, refinery fires and explosions across the country, midair collisions of 737s, train derailments, the destruction of major financial computer networks, suburban gas pipeline explosions, a nationwide power blackout, and satellites in space spinning out of control. He assures us that “these are not hypotheticals.” But the only verifiable evidence he presents relates to several well-known distributed denial of service (DDOS) attacks, and he admits that DDOS is a “primitive” form of attack that would not pose a major threat to national security. When Clarke ventures beyond DDOS attacks, his examples are easily debunked. To show that the electrical grid is vulnerable, for example, he suggests that the Northeast power blackout of 2003 was caused in part by the “Blaster” worm. But the 2004 final report of the joint U.S.-Canadian task force that investigated the blackout found that no virus, worm, or other malicious software contributed to the power failure. Clarke also points to a 2007 blackout in Brazil, which he says was the result of criminal hacking of the power system. Yet investigations have concluded that the power failure was the result of soot deposits on high-voltage insulators on transmission lines. Clarke’s readers would no doubt be as frightened at the prospect of a cyber attack as they might have been at the prospect of Iraq passing nuclear weapons to al Qaeda. Yet evidence that cyberattacks and cyberespionage are real and serious concerns is not evidence that we face a grave risk of national catastrophe, just as evidence of chemical or biological weapons is not evidence of the ability to launch a nuclear strike. The Bush administration claimed that Iraq was close to acquiring nuclear weapons but provided no verifiable evidence. The evidence they did provide—Iraq’s alleged pursuit of uranium “yellowcake” from Niger and its purchase of aluminum tubes allegedly meant for uranium enrichment centrifuges—was ultimately determined to be unfounded. Despite the lack of verifiable evidence to support the administration’s claims, the media tended to report them unquestioned. Initial reporting on the aluminum tubes claim, for example, came in the form of a front page New York Times article by Judith Miller and Michael Gordon that relied entirely on anonymous administration sources. Appearing on Meet the Press the same day the story was published, Vice President Dick Cheney answered a question about evidence of a reconstituted Iraqi nuclear program by stating that, while he couldn’t talk about classified information, The New York Times was reporting that Iraq was seeking to acquire aluminum tubes to build a centrifuge. In essence, the Bush administration was able to cite its own leak—with the added imprimatur of the Times—as a rationale for war. The media may be contributing to threat inflation today by uncritically reporting alarmist views of potential cyber threats. For example, a 2009 front page Wall Street Journal story reported that the U.S. power grid had been penetrated by Chinese and Russian hackers and laced with logic bombs. The article is often cited as evidence that the power grid is rigged to blow. Yet similar to Judith Miller’s Iraq WMD reporting, the only sources for the article’s claim that infrastructure has been compromised are anonymous U.S. intelligence officials. With little specificity about the alleged infiltrations, readers are left with no way to verify the claims. More alarmingly, when Sen. Susan Collins (R-Maine) took to the Senate floor to introduce the comprehensive cybersecurity bill that she co-authored with Sen. Joe Lieberman (I-Conn.), the evidence she cited to support a pressing need for regulation included this very Wall Street Journal story. Washington teems with people who have a vested interest in conflating and inflating threats to our digital security. The watchword, therefore, should be “trust but verify.” In his famous farewell address to the nation in 1961, President Dwight Eisenhower warned against the dangers of what he called the “military-industrial complex”: an excessively close nexus between the Pentagon, defense contractors, and elected officials that could lead to unnecessary expansion of the armed forces, superfluous military spending, and a breakdown of checks and balances within the policy making process. Eisenhower’s speech proved prescient. Cybersecurity is a big and booming industry. The U.S. government is expected to spend $10.5 billion a year on information security by 2015, and analysts have estimated the worldwide market to be as much as $140 billion a year. The Defense Department has said it is seeking more than $3.2 billion in cybersecurity funding for 2012. Lockheed Martin, Boeing, L-3 Communications, SAIC, and BAE Systems have all launched cybersecurity divisions in recent years. Other traditional defense contractors, such as Northrop Grumman, Raytheon, and ManTech International, have invested in information security products and services. We should be wary of proving Eisenhower right again in the cyber sphere. Before enacting sweeping changes to counter cyber threats, policy makers should clear the air with some simple steps. Stop the apocalyptic rhetoric. The alarmist scenarios dominating policy discourse may be good for the cybersecurity-industrial complex, but they aren’t doing real security any favors. Declassify evidence relating to cyber threats. Overclassification is a widely acknowledged problem, and declassification would allow the public to verify the threats rather than blindly trusting self-interested officials. Disentangle the disparate dangers that have been lumped together under the “cybersecurity” label. This must be done to determine who is best suited to address which threats. In cases of cybercrime and cyberespionage, for instance, private network owners may be best suited and have the best incentives to protect their own valuable data, information, and reputations.
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Plan kills pol cap -  that affects all other policy
Matthew Daly and Dina Cappiello 12, AP, “Republicans, Democrats at odds on energy issues”, June 13, http://www.huffingtonpost.com/huff-wires/20120613/us-energy-poll-politics/
Republicans and Democrats seem to be living on different planets when it comes to how to meet U.S. energy needs.  Republicans overwhelmingly push for more oil drilling. Democrats back conservation and new energy sources such as wind and solar power.  A survey by The Associated Press-NORC Center for Public Affairs Research shows that the polarized positions on energy that have divided Congress and emerged in the presidential campaign also run deep among the public.  While majorities in both parties say energy is an important issue, the poll shows that partisan identification is closely tied to people's perceptions of the causes of the country's energy problems and possible solutions. No other demographic factor – not race, age, gender or income level – is as consistently associated with opinions on energy as political party identification.  For example:  _Three of four Democrats surveyed report that a major reason for the county's energy problems is that industry does not do enough to support clean energy. By comparison 43 percent of the Republicans questioned believe that.  _Three of four Republicans in the poll cite government limits on drilling as a major reason for energy problems, compared with 34 percent of Democrats.  Also, 85 percent say it is a serious problem that the United States needs to buy energy from other countries, but there's disagreement about why. Among Republicans in the poll, 65 percent say the U.S. does not produce enough domestic energy to meet demand. Yet just over half the Democrats say people use too much energy.  Even on areas where there's majority agreement, a partisan gap remains. For instance, there is broad backing for programs to help consumers learn to make more energy-efficient choices, but the support is 81 percent among Democrats and 57 percent among Republicans.  Paul Bledsoe, a senior advisor with the Bipartisan Policy Center and a former Clinton White House aide, said the results provide an unsettling snapshot of a partisan rift that affects every aspect of policy and politics. He said the big question is whether parties and candidates will acknowledge that they agree on a range of energy solutions and try to make progress, or keep up attacks intended to appeal to their political bases.  The poll, made possible by a grant to the AP-NORC Center from the Joyce Foundation, illuminates one driver of this campaign season's divisive political rhetoric: Both parties are playing to their bases. So it's no surprise that presidential candidate Mitt Romney and other Republicans push for more drilling for oil and natural gas, and President Barack Obama emphasizes renewable energy development as part of what he calls an "all-of-the-above" energy strategy.  Republicans also are shining a spotlight on the failure of Solyndra, a California solar company that received a half-billion dollar loan from the Obama administration and later went out of business. Just 4 in 10 Republicans support government incentive programs that give money to energy companies to help them develop alternative energy sources. Two-thirds of Democrats support such programs.  Overall, about six in 10 people questioned think the government should be deeply involved in finding solutions to the energy problems, with four in 10 saying the government should be "extremely" involved.  By 79 percent to 42 percent, Democrats were nearly twice as likely as Republicans to think the government should be involved. About half of Democrats in the poll think government should be "extremely" involved, compared with just one-quarter of Republicans.  The survey showed partisans hold different ideas on how the government should be involved. Democrats are more apt to favor incentive programs for consumers or energy companies. Republicans express support for education programs aimed at consumers and allowing more drilling for oil and gas.

Even if the plan is popular, GOP uses the plan to force controversial energy policy fights

Petroleum Intelligence Weekly, 1/9/12, Obama Plays Safe on Energy Policy, Lexis
Still, there are limits to the president's administrative powers. The Republicans have been using their control of the House of Representatives to advance their energy priorities during debate on routine budgetary and tax legislation, and look certain to continue to do so over the next year. A key example was the payroll tax package signed by Obama in early December, into which Republicans successfully inserted a measure requiring the president's decision on TransCanada’s controversial Keystone XL pipeline scheme within 60 days ( PIW Sep.5'11 ). Republican legislators have been attempting to work into other bills similar "riders" that would mandate a faster schedule for offshore permitting and more frequent lease sales in the Gulf of Mexico and offshore Alaska.

New link—costs capital

Sarah Erwin, Editor of National Defense Magazine, 11 [“Defense Energy: Small, Incremental Steps Do Better Than Sweeping Reforms,” National Defense Magazine, September, http://www.nationaldefensemagazine.org/archive/2011/September/Pages/DefenseEnergySmall,IncrementalStepsDoBetterThanSweepingReforms.aspx]

The federal government cannot even agree on how to fix really big problems such as the nation’s debt, let alone energy, Westphal said at an Army-Air Force energy conference.¶ Energy has become too politicized, he said. Whether it is climate change, global warming, or subsidies to energy companies, the polarization of the debate is slowing down change.¶ Even within the Defense Department, where current leaders have been vocal about the need to increase use of renewable energy and emphasize fuel conservation, there is no guarantee that today’s efforts will have any long-term continuity into the next administration, said Westphal.¶ Energy reform in the Army has been “really difficult,” he said. With up to 120,000 troops deployed in two major wars, and fiscal pressures from all sides, energy efforts easily can slide down the totem pole.

Even if their plan is popular in the abstract – congress doesn’t understand the usefulness of the plan – guarantees partisan debates
Sarah Erwin, Editor of National Defense Magazine, 11 [“Defense Energy: Small, Incremental Steps Do Better Than Sweeping Reforms,” National Defense Magazine, September, http://www.nationaldefensemagazine.org/archive/2011/September/Pages/DefenseEnergySmall,IncrementalStepsDoBetterThanSweepingReforms.aspx]

The military’s energy goals are unlikely to be met until the United States adopts policies that recognize energy as a “national strategic need,” said retired Navy Adm. John Nathman, former vice chief of naval operations. “We need policy and legislation,” he said. The military services “have a lot of smart people working this problem,” but their efforts would be more wisely used if they were supporting a larger American goal to become less dependent on oil.¶ Private sector leaders also are cautiously pessimistic. “Industry is waiting to figure out whether this [alternative fuels] is a hobby or a reality for the DoD. … Only time will tell on that,” said David Morrison, a former senior House staff member and currently vice president for government operations at The Boeing Co. “We have to see if there is institutional and resource commitments,” he said.¶ Congress today has no appetite for big-energy policies, and despite widespread support for most military programs, legislators don’t put energy efficiency at the top of their list, said Morrison. “Congressional committees look at the DoD strategy and say, ‘Huh?’” Morrison said at a Center for Strategic and International Studies forum.¶ On Capitol Hill, defense officials face an audience that only has a “superficial understanding of the issues,” Morrison said.

AT PTC

Nothing before fiscal cliff

CSM, Christian Science Monitor, 11/8/12, Obama's new foreign and security team, Lexis
Barack Obama's reelection was barely sealed before some international voices began trumpeting how the president's victory would mean a renewed American focus on foreign policy issues that languished during the campaign. President Obama could now revive the search for a solution to the Israeli-Palestinian conflict, international Middle East envoy Tony Blair said. The US will be bolder now in pressing for a resolution of Syria's deadly and dangerous civil war, some US allies, including Turkish officials, predicted. Have these foreign friends heard of the "fiscal cliff"? Mr. Obama will no doubt be looking broadly to bolster his legacy, and that will include his stewardship of America's role in the world. But after an election in which - according to exit polls - foreign policy barely registered as a priority and a campaign in which Obama spoke frequently of a need for "nation-building here at home," it seems likely that domestic issues such as America's fiscal health, job creation, taxation, and even immigration reform will dominate the president's attention. "The president laid out his agenda in his victory speech, when he talked about priorities like continuing the economic recovery, avoiding the fiscal cliff, and getting people back to work, so he made it clear he'll be investing his political capital in those kinds of domestic battles," says Mark Siegel, a former deputy assistant to the president in the Carter White House who is now a partner at Locke Lord Strategies in Washington. "I just don't see him pushing any new initiative in terms of Middle East peace, not right away," he adds. "And he certainly won't be launching any kind of military involvement in Syria or Iran."

AT winners win

Doesn’t win on energy policy

Matthew N. Eisler, Research Fellow at the Center for Contemporary History and Policy at the Chemical Heritage Foundation, 12 [“Science, Silver Buckshot, and ‘All of The Above’” Science Progress, April 2, http://scienceprogress.org/2012/04/science-silver-buckshot-and-%E2%80%9Call-of-the-above%E2%80%9D/]

Conservatives take President Obama’s rhetoric at face value. Progressives see the president as disingenuous. No doubt White House planners regard delaying the trans-border section of the Keystone XL pipeline and approving the Gulf of Mexico portion as a stroke of savvy realpolitik, but one has to wonder whether Democratic-leaning voters really are as gullible as this scheme implies. And as for the president’s claims that gasoline prices are determined by forces beyond the government’s control (speculation and unrest in the Middle East), it is probably not beyond the capacity of even the mildly educated to understand that the administration has shown little appetite to reregulate Wall Street and has done its part to inflate the fear premium through confrontational policies in the Persian Gulf. Committed both to alternative energy (but not in a rational, comprehensive way) and cheap fossil fuels (but not in ways benefiting American motorists in an election year), President Obama has accrued no political capital from his energy policy from either the left or the right by the end of his first term. The president long ago lost the legislative capacity for bold action in practically every field, including energy, but because the GOP’s slate of presidential candidates is so extraordinarily weak in 2012, he may not need it to get re-elected. At least, that is the conventional wisdom in Democratic circles. Should President Obama win a second term, Congress is likely to be even more hostile than in his first term, as in the Clinton years. And as in the Clinton years, that will probably mean four more years of inaction and increased resort to cant.
Winners lose—the newest evidence goes neg

Bouie 12/1 (Jamelle,  fellow at the American Prospect, “Ignoring the Obama Presidency,” http://prospect.org/article/ignoring-obama-presidency, AM)

Among liberals, and most political observers, it’s widely acknowledged that President Obama took a major political hit when he pushed for health-care reform against Republican intransigence and public opposition. The cost of winning comprehensive health-care reform—a longtime liberal dream—was a resurgent and powerful Republican Party. If political courage is defined by the willingness to suffer politically for the sake of good public policy, then Affordable Care Act stands as a testament to the president’s political courage. 

More evidence

Purdum, 12/20 – Award winning journalist who spent 23 years with the NY Times (12/20/10, Todd S., Vanity Affair, “Obama Is Suffering Because of His Achievements, Not Despite Them,” http://www.vanityfair.com/online/daily/2010/12/obama-is-suffering-because-of-his-achievements-not-despite-them.html)

With this weekend’s decisive Senate repeal of the military’s “Don’t Ask, Don’t Tell” policy for gay service members, can anyone seriously doubt Barack Obama’s patient willingness to play the long game? Or his remarkable success in doing so? In less than two years in office—often against the odds and the smart money’s predictions at any given moment—Obama has managed to achieve a landmark overhaul of the nation’s health insurance system; the most sweeping change in the financial regulatory system since the Great Depression; the stabilization of the domestic auto industry; and the repeal of a once well-intended policy that even the military itself had come to see as unnecessary and unfair. So why isn’t his political standing higher? Precisely because of the raft of legislative victories he’s achieved. Obama has pushed through large and complicated new government initiatives at a time of record-low public trust in government (and in institutions of any sort, for that matter), and he has suffered not because he hasn’t “done” anything but because he’s done so much—way, way too much in the eyes of his most conservative critics. With each victory, Obama’s opponents grow more frustrated, filling the airwaves and what passes for political discourse with fulminations about some supposed sin or another. Is it any wonder the guy is bleeding a bit? For his part, Obama resists the pugilistic impulse. To him, the merit of all these programs has been self-evident, and he has been the first to acknowledge that he has not always done all he could to explain them, sensibly and simply, to the American public. 

AT punt inev

Political capital is key sustainable deal that avoids economic collapse 

Carson ‘12

Joseph, US Economist and Director—Global Economic Research, “Fiscal Cliff or Fiscal Calamity?,” 9/21, https://www.alliancebernstein.com/CmsObjectABD/PDF/EconomicPerspectives/EPUS_120921_JC.pdf, AM

Doing Nothing Is Not an Option We think the potential short-term economic fallout from the fiscal cliff is a good reason to rethink how the fiscal cliff can be avoided—but the US is not in a position to kick the can down the road for very long. Indeed, CBO ran an alternative fiscal scenario that assumes all expiring tax provisions are extended and the automatic spending cuts required by last year’s budget agreement do not take effect. The end result is a very sobering fiscal picture: it shows a decade of fiscal deficits averaging roughly $1 trillion a year, with the US recording progressively larger deficits at the turn of the next decade (Display 2, previous page). In other words, CBO’s alternative budget scenario indicates that simply discarding the planned tax hikes and spending cuts is also not a viable option for the US, as it would increase the US debt position by another $10 trillion in the next decade. This would be a recipe for a fiscal calamity, in our view. What the US really needs is a comprehensive fiscal plan to address its large and protracted budget deficits, which also does not interfere with the economic recovery. While that may sound difficult on paper, it is not an impossible task. That’s because, when Congress discusses programmatic changes in the federal budget, it always involves slowing the growth rate and not the level of federal spending. Political leadership will be required to secure a consensus on the issue. But there are ways to devise a fiscal plan that would be more politically palatable and less damaging to growth. For example, staggering spending changes for different parts of the federal budget, and over different years, would mitigate the impact on the economy. On mandatory programs, small adjustments could be made to the manner in which programs are indexed to inflation, new benefit formulas and even a change in the age of eligibility for certain social programs. The latter would have to be phased in over several years. On discretionary spending, the defense budget could be scrutinized to increase efficiencies and reduce costs. In nondefense spending, the federal government would have to reexamine all grants offered to state and local governments as well as to the private sector. All these options have been proposed, analyzed and debated for years, but what has been missing is the political will to pass comprehensive deficit reduction legislation. 
suit. 
AT Dickinson

Concludes neg
Dickinson 09 (Matthew, professor of political science at Middlebury College. He taught previously at Harvard University, where he also received his Ph.D., working under the supervision of presidential scholar Richard Neustadt, We All Want a Revolution: Neustadt, New Institutionalism, and the Future of Presidency Research, Presidential Studies Quarterly 39 no4 736-70 D 2009)

Small wonder, then, that initial efforts to find evidence of presidential power centered on explaining legislative outcomes in Congress. Because scholars found it difficult to directly and systematically measure presidential influence or "skill," however, they often tried to estimate it indirectly, after first establishing a baseline model that explained these outcomes on other factors, including party strength in Congress, members of Congress's ideology, the president's electoral support and/or popular approval, and various control variables related to time in office and political and economic context. With the baseline established, one could then presumably see how much of the unexplained variance might be attributed to presidents, and whether individual presidents did better or worse than the model predicted. Despite differences in modeling assumptions and measurements, however, these studies came to remarkably similar conclusions: individual presidents did not seem to matter very much in explaining legislators' voting behavior or lawmaking outcomes (but see Lockerbie and Borrelli 1989, 97-106). As Richard Fleisher, Jon Bond, and B. Dan Wood summarized, "[S]tudies that compare presidential success to some baseline fail to find evidence that perceptions of skill have systematic effects" (2008, 197; see also Bond, Fleisher, and Krutz 1996, 127; Edwards 1989, 212).     To some scholars, these results indicate that Neustadt's "president-centered" perspective is incorrect (Bond and Fleisher 1990, 221-23). In fact, the aggregate results reinforce Neustadt's recurring refrain that presidents are weak and that, when dealing with Congress, a president's power is "comparably limited" (Neustadt 1990, 184). The misinterpretation of the findings as they relate to PP stems in part from scholars' difficulty in defining and operationalizing presidential influence (Cameron 2000b; Dietz 2002, 105-6; Edwards 2000, 12; Shull and Shaw 1999). But it is also that case that scholars often misconstrue Neustadt's analytic perspective; his description of what presidents must do to influence policy making does not mean that he believes presidents are the dominant influence on that process. Neustadt writes from the president's perspective, but without adopting a president-centered explanation of power.     Nonetheless, if Neustadt clearly recognizes that a president's influence in Congress is exercised mostly, as George Edwards (1989) puts it, "at the margins," his case studies in PP also suggest that, within this limited bound, presidents do strive to influence legislative outcomes. But how? Scholars often argue that a president's most direct means of influence is to directly lobby certain members of Congress, often through quid pro quo exchanges, at critical junctures during the lawmaking sequence. Spatial models of legislative voting suggest that these lobbying efforts are most effective when presidents target the median, veto, and filibuster "pivots" within Congress. This logic finds empirical support in vote-switching studies that indicate that presidents do direct lobbying efforts at these pivotal voters, and with positive legislative results. Keith Krehbiel analyzes successive votes by legislators in the context of a presidential veto and finds "modest support for the sometimes doubted stylized fact of presidential power as persuasion" (1998,153-54). Similarly, David Brady and Craig Volden look at vote switching by members of Congress in successive Congresses on nearly identical legislation and also conclude that presidents do influence the votes of at least some legislators (1998, 125-36). In his study of presidential lobbying on key votes on important domestic legislation during the 83rd (1953-54) through 108th (2003-04) Congresses, Matthew Beckman shows that in addition to these pivotal voters, presidents also lobby leaders in both congressional parties in order to control what legislative alternatives make it onto the congressional agenda (more on this later). These lobbying efforts are correlated with a greater likelihood that a president's legislative preferences will come to a vote (Beckmann 2008, n.d.).     In one of the most concerted efforts to model how bargaining takes place at the individual level, Terry Sullivan examines presidential archives containing administrative headcounts to identify instances in which members of Congress switched positions during legislative debate, from initially opposing the president to supporting him in the final roll call (Sullivan 1988,1990,1991). Sullivan shows that in a bargaining game with incomplete information regarding the preferences of the president and members of Congress, there are a number of possible bargaining outcomes for a given distribution of legislative and presidential policy preferences. These outcomes depend in part on legislators' success in bartering their potential support for the president's policy for additional concessions from the president. In threatening to withhold support, however, members of Congress run the risk that the president will call their bluff and turn elsewhere for the necessary votes. By capitalizing on members' uncertainty regarding whether their support is necessary to form a winning coalition, Sullivan theorizes that presidents can reduce members of Congress's penchant for strategic bluffing and increase the likelihood of a legislative outcome closer to the president's preference. "Hence, the skill to bargain successfully becomes a foundation for presidential power even within the context of electorally determined opportunities," Sullivan concludes (1991, 1188).     Most of these studies infer presidential influence, rather than measuring it directly (Bond, Fleisher, and Krutz 1996,128-29; see also Edwards 1991). Interestingly, however, although the vote "buying" approach is certainly consistent with Neustadt's bargaining model, none of his case studies in PP show presidents employing this tactic. The reason may be that Neustadt concentrates his analysis on the strategic level: "Strategically the question is not how he masters Congress in a peculiar instance, but what he does to boost his mastery in any instance" (Neustadt 1990, 4). For Neustadt, whether a president's lobbying efforts bear fruit in any particular circumstance depends in large part on the broader pattern created by a president's prior actions when dealing with members of Congress (and "Washingtonians" more generally). These previous interactions determine a president's professional reputation--the "residual impressions of [a president's] tenacity and skill" that accumulate in Washingtonians' minds, helping to "heighten or diminish" a president's bargaining advantages. "Reputation, of itself, does not persuade, but it can make persuasions easier, or harder, or impossible" (Neustadt 1990, 54).

AT no impact

Deal key to avoid collapsing the economy—delaying the deal causes market freakout. 

Cox 11/8

Jeff, senior writer for CNBC, “Why US Economy May Be Headed for Another Recession,” http://www.cnbc.com/id/49745604, AM

All the problems investors face—from a fiscal meltdown to the various economic woes around the world—add up to one daunting prospect: Another possible recession just over the horizon. As the financial world puts Tuesday's presidential election behind it, the light in the tunnel could be an economic freight train. Slowing corporate profits, the remnants of Superstorm Sandy and the ramifications of the "fiscal cliff" in Washington are expected to result in at least two quarters of slow or no growth that could make investing even trickier than it was during the ups and downs of 2012. "The other overriding problem is we never really gained true escape velocity this cycle," David Rosenberg, economist and strategist at Gluskin Sheff in Toronto, told CNBC. (Read More: CEOs to Washington: Get a 'Fiscal Cliff' Deal Done) That "escape velocity" refers to the strength an economy shows in which it catapults itself out of a tight range of growth and can withstand shocks such as those posed in the U.S. As Rosenberg pointed out, the economy in the late 1980s was able to tolerate the Black Monday stock market crash, while the late 1990s strength was enough to fend off the Asian crisis. With current U.S. gross domestic product growth at just 2 percent, that's not enough to battle through problems as steep as the fiscal cliff of tax increases and spending cuts, as well as storm damage and weakness in global markets. "There's no question that if we get the fiscal cliff that we're going to get recession next year," Rosenberg said. "The only question is how deep." Rosenberg is not alone: Strategas earlier this week said it expects a recession early in 2013, and University of Maryland economist Peter Morici said that "the President and Congress will not be able to raise taxes — be those on the wealthiest of the wealthy or anyone else — and cut spending without risking a second recession, deeper and more painful than the Great Recession." Even if the cliff gets fixed, that in itself will mean the economy will slow even further. Any remedies indeed will include higher taxes and spending cuts, though likely less than those prescribed by law if Congress fails to act on the current menu that will take place automatically unless deficit-reduction targets are hit. The best hope is that the warring Washington factions can come up with something at least somewhat palatable to investors. (Read More: Fixing 'Fiscal Cliff' Will Mean 'High, Higher' Taxes: Gross) "There's something to be said about getting ahead of the problem and preventing the fiscal side from being increasingly structural over time," Rosenberg said. "It's going to make the painful resolution that much more painful down the road." From the market's standpoint, investors are likely to weather a recession by moving to more basic strategies and perhaps taking some money off the table. "As far as people I talk to in the real world, they want to let the dust settle just to see what's going to happen," said Nadav Baum, executive vice president at BPU Investment Management in Pittsburgh. "There's a little trepidation of where we are headed, what the tax structure's going to be." Wall Street has recoiled since President Barack Obama won a second term following the hotly contested election in which Republican Mitt Romney painted the incumbent as anti-business. Stocks plunged more than 2 percent Wednesday and were off again Thursday afternoon, though not as steeply. (Read More: Stocks Fall as Fiscal Cliff Worries Linger) Interestingly, one of the areas thought most vulnerable to an impending tax hike was outperforming the broader market. Taxes on dividends are almost certain to increase from their current 15 percent level, but an exchange-traded fund that tracks the group, the iShares Dow Jones Select Dividend Index Fund [DVY 56.12 -0.48 (-0.85%) ], was off only narrowly. "The reality is that 60 percent of market return is dividend," Baum said. "So I'm a dividend buyer. If it means taxes are going higher, so be it." Investors overall have taken a cautious approach to the market, and a looming recession likely will only exacerbate an unwillingness to commit money. In the week prior to the election, investors pulled cash both from stocks and bonds. Equity-based mutual funds lost $1.4 billion while bond funds saw outflows of $895 million, according to Lipper fund flow data. Continued accommodation from Federal Reserve monetary policy has been the antidote to fear of risk. This week's market drop "does reflect real worry about the fiscal cliff" but "we view this as anxiety as an opportunity to buy, not sell," said Bernard Baumohl, chief global economist at the Economic Outlook Group. "Both the real economy and the stock market will be comforted by a continuation of current monetary policy as well as credible signs in the days ahead that the White House and Congress are making progress to avoid a fiscal cliff dive," he added. Tony Dwyer, equity strategist at Canaccord Genuity, reiterated a 1,650 price target for the Standard & Poor's 500 [.SPX 1377.51 -17.02 (-1.22%) ] for 2013, advising investors to "use any weakness, or strength, to add to our favored sectors." They include consumer discretionary, information tech, financials and industrials. Rosenberg, of Gluskin Sheff, warned investors not to get too daring in their choices, Fed policy or not. "We have a situation where the range of outcomes is extremely wide," he said. "What that tells me from an investing standpoint is that we have to be fully diversified right now. I would not be taking concentrated bets across any asset class." For Baum, the most important thing for investors to watch is not letting their emotions overcome their choices. He thinks Washington will come to a resolution that, at some point, will placate markets. "You can't keep kicking things down the road," he said. "Once you get more certainty you get markets that will react and act more like markets, as opposed to emotional roller coasters."
Punt would cause credit downgrade

Jarvis, 11/1

(Columnist-Chicago Tribune, Economic uncertainty to linger, even after election, http://articles.chicagotribune.com/2012-11-01/business/ct-biz-1101-bf-gail--20121101_1_fiscal-cliff-stock-market-presidential-election)

Although he thinks it's likely that Congress will cobble together some last-minute strategy that will put off a year-end fiscal cliff shock and postpone meaningful tax and spending decisions until 2013, "the congressional budget process may cease to function," he said. Agencies such as Standard & Poor's and Moody's could lower the rating on U.S. debt again — an action that would probably throw another scare into investors in stocks and bonds.

Punting doesn’t solve financial market reactions

CBS, 11/9/12, Election behind him, Obama to talk "fiscal cliff", www.cbsnews.com/8301-250_162-57547512/election-behind-him-obama-to-talk-fiscal-cliff/
A lot is at stake. A new Congressional Budget Office report on Thursday predicted that the economy would fall into recession if there is a protracted impasse in Washington and the government falls off the fiscal cliff for the entire year. Though most Capitol-watchers think that a long deadlock is unlikely, the analysts say such a scenario would cause a spike in the jobless rate to 9.1 percent by next fall.

Some analysts believe that the fiscal cliff is more like a fiscal slope, and that the economy could weather a short-term expiration of the Bush-era tax cuts and that the government could manage a wave of automatic spending cuts for a few weeks. But at a minimum, going over the fiscal cliff would mean delays in filing taxes and obtaining refunds and would rattle financial markets as the economy struggles to recover.
The CBO analysis says the cliff -- a combination of automatic tax increases and spending cuts -- would cut the deficit by $503 billion through next September, but that the fiscal austerity would cause the economy to shrink by 0.5 percent next year and cost millions of jobs.

Retroactive fix would still cause recession

Michaels, 11/7

(Columnist-Dallas Morning News, Divided Congress faces immediate danger of fiscal cliff, http://www.dallasnews.com/business/headlines/20121107-divided-congress-faces-immediate-danger-of-fiscal-cliff.ece)

Going off the cliff doesn’t mean tax rates would stay high and federal spending would be slashed. The new Congress could return in January and retroactively reduce tax rates and the severity of the budget cuts. But consumers would still be spooked upon hearing that tax rates suddenly increased. The stock market, which fell more than 300 points Wednesday, would probably drop more as investors lost confidence in Congress’ ability to govern. The economy, which has picked up steam in recent months, would suffer early next year as a result. “The faster we get clarity around this policy and timeline, the less of a major drag it is,” said Michael A. Brown, a Wells Fargo economist. “The consequences of doing nothing are very great.”

